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1. Introduction

F or the solution  of la r g e - s iz e  lin ea r  program ing p rob lem s, it may 

be useful to re so r t to what is  ca lled  decom position  a lgor ith m s. A 

num ber of m ethods have been worked out in recen t y e a r s . E xp erien ces  

have, how ever, shown that slow  con vergen ce to the optim um  is  a com*- 

mon ch a ra c ter istic  of a ll th ese  m ethods. ^
2)

In the follow ing, an approxim ation method w ill be p resen ted .

The underlying m athem atical concept is  not original; the p r o c e 

dure may be co n sid ered  as a naive h eu ristic  variant of the 

D an tz ig -W olfe £ 2 ]  decom position  algorithm  - in the following:

the DW -m ethod V . It cannot guarantee that the optim um  of the o r ig i

nal problem  before decom position  w ill be reached; it m ay, how e

v er , help to obtain , in the f ir s t  iteration  already, program s with a 

com p aratively  favourable objective function value, lending th em se lv es  

to p ra ctica l in terpretation .

The subject w ill be treated  as fo llow s :

^  No in vestiga tion s are known to have been ca rr ied  out so  far 

with the aim  of com paring on the b a s is  of genuinely rep resen tative  

com putation s e r ie s  ( i .e .  p rob lem s of su ffic ien t s iz e  and variety  of 

structure) the p ra ctica l com puting-thechnical e ffic ien cy  of the various  

non-decom position  and decom position , exact and approxim ative methods 

of lin ea r  program ing.

' For a f ir s t  d escrip tion  se e  [ 4 ]  •
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In Chapter 2, defin itions w ill be given and assum ptions p r e se n 

ted . Chapter 3 w ill d escr ib e  the approxim ation method in general form . 

Chapter 4 recom m en ds som e com putational "trike" to in c r e a se  the 

e ffic ien cy  of the p roced u re. In Chapter 5, sta tem en ts are made on the 

c h a r a c te r is t ic s  of the m ethod. F in a lly , in Chapter 6, one of the 

p o ssib le  e co n o m ico -so c io lo g ica l in terp retation s of the method w ill be 

presen ted .

2) D efin itions and assum ptions

2 .1 .  T w o -lev e l stru ctu re

We have a lin ea r  program ing prob lem . It is  p o ss ib le  without l i 

m iting gen era lity  tó deal only with the ca se  w here the sy stem  of contrai-nts 

c o n s is ts  ex c lu siv e ly  o f in eq u a litie s . The problem  w ill be of a tw o -le v e l

stru ctu re when the v a r iab les can be arranged in the form  p resen -
3)ted in form ula (1).

J. Kornai

3)'N otations. Bold cap ita l le t te r s  denote m a tr ic e s , bold sm a ll le t te r s  

v e c to r s , cu rs iv e  cap ita l le t te r s  s e t s ,  and cu rsiv e  sm a ll le t te r s  rea l num 

b e r s . The prim e b esid e  the sym b ols is  the sign  of tran sp osition . The 

prim e b esid e  the sypabol of a vecto r  denotes the row v ec to r . The star  

is  the sign  of op tim ality . Symbol E denotes the unit m atrix , _1 a 

su m m ariz in g  v ecto r , alw ays in the d im ension corresponding to the 

form ula'Pquestion. Em pty s e ts  are denoted 0 . As we are dealing here

e x c lu s iv e ly  with lin ea r  re la tio n sh ip s, the number on the p lace of 

the exponenet is  in each  ca se  an upper index.
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â 1ërl + è 2X2 + ■■ . + A x < b -  n-n  — - o
(la )

S i h
< b  
=  1

(lb )

?2*-2

• 
•

to

B x - ib  = n- n — *n

*1?® • *2 *  S' ■• • .5n è  9 (1«)

. . + c* x —  ̂m ax t - n  = n
(Id)

In the follow ing, problem  (1) w ill be ca lled  the la r g e - 

-z iz e  prob lem .

To work out the tw o -lev e l stru ctu re  , the a ctiv ity  v a r iab les  

of the la r g e -s iz e  problem  have been arranged to form  n units
4)

wich w ill be ca lled  s e c to r s .

Let x = fx' , x ‘ . . . , x ' ~ [  denote the program  vecto r  of the 

la r g e -s iz e  problem  and x *  the optim um  program .

The con stra in ts can be divided into two groups. Group (la )  

c o m p r ise s  the cen tral con stra in ts w here n o n -zero  co effic ien ts  may

4) The p resen t a r tic le  ad h eres, as far as p o ss ib le , to the term inology  

used  in [3 j , dealing with tw o -lev e l planning, and introduced in the 

f ir s t  experim ental econom y-w ide program ing project connected with 

the drawing-up of the 1966-70 plan. F or d eta ils  of the la tter  

se e  [ 6 j  .
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be found am ong the v a r iab les of at le a s t  two s e c to r s . Let us denote 

the number of cen tra l con stra in ts w  . Group (lb ) co m p rises  the  

sp e c ia l s e c to r  con stra in ts w here n o n -zero  co effic ien ts  m ay be found 

ex c lu s iv e ly  im th e  se c to r  concerned .

Let X  denote the s e t  o f fea sib le  program s of the la rg e  

s iz e  problem .

F ir s t  assum ption . Set X is  bounded and non-em pty;

x  t  0 .

Let us ca ll m atrix U cen tral constraint allocation:

(2) Ï Ï - C ' h -  *2..........■

w here h  (i= 1, . . . ,  n) is  equal in  s iz e  with vector b , which  — o
m eans that the num ber of its com ponents is m .

Let us c a ll the i-th  se c to r  problem  belonging to U 

cen tral constra in t a llocation , a lin ea r  program ing problem  with 

variab le  and con stra in ts (3)-(4)^(5) - but at le a st  (4)-(5) -

below :

(3)

(4)

(5)

£ l  M u. ,- 1

R x ^-  i= i - b. , r l

>
X .  = o . 
- l -

2 .2 .  The d eg rees of fea s ib ility  and optim ality .

Let us ca ll jju., b.J - fe a s ib le  the se c to r  program  x. which  

s a t is f ie s  the conditions (3) -(4 -)-(5 ). Let X^["u^,bJ denote the 

se t  o f th ese  p ro g ra m s.
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Let us ca ll evaluable cen tra l constra in t a llocation  the m a tr ices  

U which sa tis fy  the follow ing two conditions:

(6) u + u + . . .  + u = b  ,-1 ~ ù * n s c

(7) x . f u . ’ kjj $ 0 for any i ( i= l, . . . , n )

L et U denote the s e t  o f evaluable cen tra l constra in t
5)

a lloca tion s . From  the f ir s t  assum ption , it w ill be obvious

that

(8) U /  0 .

J. Kornai

Sector program  

constituted  the optim um

x. w ill be r y . ,b . ,g .- l  - optim al if  it l ‘• 1 = 1  ° iJ
solution  of the follow ing se c to r  problem :

A .x. = u= i*-i
L

-1

B .x. b.* 1=1
>

= i

x. 0=■1 = i

g*x.-1^1 max

w here g m ay be any objective-fu n ction  coeffic ien t vector  

(even different from  c . figuring in the la r g e -s iz e  problem ) .

F or the p ropositions and sta tem en ts re la tin g  to the decom position  

of the la r g e -s iz e  problem  into a tw o -le v e l one, and to evaluable cen tra l 

constra in t a llocation  s e e  [3j  , p . 144-150 .
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Sector program  jç. w ill be [b.J -fe a s ib le  if  it s a t is f ie s  

the follow ing constraint sy ste m  :

B. x. = b.- 1  =-x = i

(10) ^  = c .

L et JL [[bp denote the se t of Lt?^ -fe a s ib le  p rogram s. 

Sector program  x  ̂ w ill be Cb ,̂ g^J -op tim al when

it con stitu tes the optim al solution  of the follow ing problem  :

B. x. = b
= i = i -1

(11) x. > o

g 1 x —> m ax I
S i =-i

2 .3 .  The com parative program

In order to em ploy the approxim ation method effic ien tly , it

w ill be usefu l to know one program  of the la r g e - s iz e  p rob lem . This

w ill be ca lled  the com parative program  and denoted

x° = x°  , x ° . . . . . .  x °  1 . The name in d icates the fact that it
■= ‘- - - 1 = 2  * n J
is  with th is program  that the p rogram s obtained in the cou rse  of com -

6)putation w ill be com pared .

6) In the f ir s t  exp erim en tal Hungarian econom y-w ide program ing p ro 

ject, the so -c a lle d  o ffic ia l program  - worked ojit by p ractica l planners 

on the b a s is  of non -m ath em atica l, traditional planning m ethods, inde

pendently of our m odel -  w as used  as the com parative program .

J. Kornai
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Second assum ption , x é  X ,

Let us ca ll com parative cen tral constra in t a llocation  
0 i-th  colum n vecto r  is  determ ined inthe m atrix  U w hose  

the follow ing way :

( 12 ) 0  A 0u . = A. x . - l = 1 = 1 i = 1, . . . ,  n

F rom  the f ir s t  and second assum ption  as w ell as from  

p roposition  (8) it fo llow s that the com parative central 

constra in t a lloca tion s are evaluable, i . e .

(13) U° é  U

Third assum ption < c' x

Fourth assu m p tion . c 1 x °  < c\  x* for any i   ̂ w here  

x I co n stitu tes the optim um  program  of the follow ing problem  :

7)
On the b a sis  of our p ractica l ex p er ien ces  it is  ju stify  to 

declare  the fourth assum ption  valid  for any i . Up to the 

p resen t, we have not m et with any com parative program  which  

would have constituted  the optim um  solution  of problem  (14) .
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V ector x* w ill be ca lled  the sec to r -o p tim a l program ; th is  
= i -----------------------

th is is  the optim um  program  com puted with the orig inal vecto r  of 

ob jective-fu n ction  co effic ien ts  in the ca se  of com parative central 

constra in t a llocation .

2 .4 .  The plan proposal

L et us denote L and ca ll the plan proposal of the 

i- th  se c to r  the fo llow ing vecto r  :

(15) t = A. x. 
- i  -1  -1 h  tx i L \ 1 ■

Let us denote s . and ca ll the objective function co n tr i

bution of the i- th  s e c to r  fo llow ing rea l number :

(16) s = c'x . i ri = 1 ' X. 6 X. [ b  J . -1  1 I- = i -*

In the follow ing, the plan p rop osa ls w ill be given se r ia l  

num bers in each se c to r  and the sam e se r ia l num ber be given to 

the objective-fu n ction  contributions belonging to thern The upper index  

b esid e the sym bol in d ica tes th ese  s e r ia l num bers.

Two sp ec ia l plan p rop osa ls w ill be d escrib ed  together  

with their  objective-fu n ction  contributions: the com parative and
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the sec to r -o p tim a l plan p ro p o sa ls .

J. Kornai

(17)
o

t.r i
. 0 0  = A x = u.- i= i

0 , o
S. = £! X.1 -1 = 1

(18) t 1 = A .x 1 1 , 1
S = c' Xs i - 1= l 1 = i 1

3. G eneral d escrip tion  of the procedure

In the d escrip tion , double num bering w ill be em ployed: 

the f ir s t  number is  that of the itera tio n , the second  one that of the 

Step within the itera tion .

In accordance with the usual in terpretation  of decom position  

m ethods, it w ill be assu m ed  that part of the step s is  ca rr ied  out 

by the cen tre , and the other part by the s e c to r s . In a definite  

number of step s , inform ation flow s from  the centre to the s e c to r s  or
ON

co n v erse ly . A ccordingly , in the ca se  of each step  it w ill be

indicated w hether it has to be ca rr ied  out in the cen tre  or in

8 )
If our p ro cess  w ere in vestigated  only from  the com puting -tech n ica l 

point of view , a ll operations could, of co u rse , be ca rr ied  out by the 

sam e group of p lanners with the sam e com puter. In that c a se , the 

term s "centre" and "sector" would re fer  only to d ifferent phases  

in the organization  of the work.
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s e c to r s . Should a tran sm ittin g  of inform ation take p lace in the step  

in question, its  d irection  w ill be ind icated .

Some step s of the p r o c e ss  requ ire the solution  of an exactly  

form ulated  m athem atical p rob lem . T hese operations w ill be ca rr ied  

out in p ra ctice  on the com puter. Other step s , on the other hand, w ill 

have to be ca rr ied  out by the p ra ctica l p lanners without any exact 

algorithm , in a h eu r istic -in tu itiv e  m anner. It w ill, accord ingly , be 

indicated  with ev ery  step  w hether the problem  in question  is  an 

a lgorith m ic (A) or an h eu ristic  (H) one. In the ca se  of the 

h eu r istic  s tep s , th e ir  form al contents w ill now be only d e s c r i

bed. L ater on, we w ill rev ert to the inform ation the p lanners may 

r e ly  on when carry in g  out th ese  s te p s .
oIt is  b e in g 'a ssu m ed  that com parative program  x  ̂ is  known 

in every  se c to r .

3 . 1 .  The fir st  iteration

Step 1 . 1 .  (In the se c to r s;  a lgorith m ic) . The value of

u° is  determ ined accord in g  to form ula (12) . In the knowledge of
" 1 1 
th is , problem  (14) is  so lved  and se c to r -e p tim a l program  x^

determ ined .

On the basis'* of the com parative and the sec to r -o p tim a l
o 1program  , plan p rop osa ls t. and _t . are determ ined

according to form ulae (17) and (18) , togeth er  with o b jecti

ve function contributions z °  and z 1 belonging to them .l l

Step 1 . 2 .  (In the s e c to r s ;  h e u r is t ic .)  The determ ination  

of vector  p a irs  £u . , g }  ) k=2, 3, . . . ,  K £l j

J. Kornai
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Step 1 .3  (In the se c to r s ;  a lg o r ith m ic .)

The solution  of the fo llow ing se c to r  prob lem s on the b a sis  of the 

con stra in ts and ob jective functions determ ined  in Step 2.

J. Kornai

(19)

.  kA x. Z. u.= l -  l = =i

B x Z- b 
- 1*1  -  -1

x. >  c

max J

k=2, 3..........K £ l j

Let X- denote the optim um  program  of problem  (19)
" 1 k

On the b a s is  of th is , le t  us gen erate plan p rop osal t . a s w ell
k '  1

as the objective function contribution c . belonging to it .

Step 1 . 4 .  (In the se c to r s;  a lg o r ith m ic .)

On the b a sis  of the r e su lts  obtained in Steps 1 and 3, 

le t us form ulate the follow ing m atrix  of p lan -p rop osa ls and v ec to r  

of objective function contributions :

Step 1 . 5 .  (F rom  the se c to r s  to the centre) .

The tran sm ittin g  of m a tr ice s  T [ l ^  and v ec to rs
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Step 1,6.  The fo llow ing cen tral problem  m ust be so lved  

C onstraints (22b) w ill be ca lled  com bination co n stra in ts .

Ï .M î , id + h  i‘3»j W + + ?nt í z j ' l S to

J. Kornai

( 22 )
i ' / 2  W .

= 1 

= 1

i1 y J 1! =1

9)

(22a)

(22b)

h i 1] * s  * y 2 ^  " 0 ............ O i
> o (22c)

Si [Xi yl §2 i$Zi 0 + ••• + ?n [Xi =yn [1}~'max/ <22d)

The ro le  of con stra in ts (22 a) is  analogous with that 

of constra in t (la )  in the la r g e - s iz e  problem ; accord ingly , we w ill 

c a ll them  here , too, cen tra l co n stra in ts .

W eights y. | l ]  are the v a r ia b les  of the central problem  , 

v ec to r s  com posed each  of (1 + K. { l j  ) conm ponents;

y W  -& *! Í1} >r2 O i ...........In Í1!] ■
Let y l l | *  denote the optim um  weight v ecto r , the solution

9)
The stru ctu re o f  the central problem  corresp on d s to the 

stru ctu re  of the "extrem al problem " in the D W -m ethod. See 

form ulae (5)-(8) in [ 2 j  .
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of the central problem  in the f ir s t  itera tion .

Step 1 . 7 . (In the centre; a lgorith m ic) .

Let us com pute D £ l j  , the additional y ie ld  obtained in the 

f ir s t  iteration  :

(23) D £ lj  = 21 s'' [ l j  y  [ l J X - c ' x °
i=l

3 . 2 .  The further iteration s

Let us now turn to the 2. , 3 . ,  . . . ,  (z-1)  -  th, z -th  i t e 
ration . In th is sectio n , the z -th  iteration  w ill be d escr ib ed  in 

general form .

The la s t , Z -th iteration  w ill be d escr ib ed  in Section 3 . 3 .

Step z . 1. (In the centre; a lgorith m ic) . We e sta b lish  the 

degree to which the upper bounds have been exhausted  in the cen tra l 

problem  so lved  in the (z -1 ) -th  iteration , and determ ine  

constra in t u tilization  vector  £  £zj , the h-th com ponent of which  

w ill be :

(24) i « 3 bh - wh ( z - ! j
h = 1 , . . . ,  m

w here w ^ z - l j  is  the value of the resid u a l variab le  figuring  

in the h-th constra in t in the optim um  solution  of the cen tral 

problem  of the z -1  -th  iteration .

When r )1 { zi  = 1* the constra in t is  tig h t. When 

rh [ z j <  1 , the constra in t is  lo o s e . and r^ fjzJ in d icates  

the degree  of lo o se n e ss .
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Step z . 2 .  (In the centre; h e u r istic ). The qualitative ev a 

luation  of the com ponents of vector  r £ z j  w hose value is  1 ; 

the qualitative ch aracteriza tion  of the degree of tig h tn ess .

("Very tight" , "som ewhat tight", e t c .)

Step z . 3 .  (F rom  the cen tre to the se c to r s )  .

The tran sm ittin g  of the cen tral inform ation obtained in 

Steps z . l .  and z . 2 ,  i . e .  v ec to r  r £z j  and the qualitative e v a 

luations of the d egree  of t ig h tn ess .

Step z . 4 .  {In the se c to r s ;  h eu r istic ) .

D eterm in ing, on the b a s is  of cen tra l inform ation rece iv ed  in Step 

z . 3 .  and of an a n a ly sis  of s e c to r  program ing ca rr ied  out in  

e a r lie r  itera tio n s, the new £u. , g^J v ec to r  p a irs  (k = K ^ £ z - l j +  1

The vector  p a ir s  w ill be determ ined  accord ing  to the 

fo llow ing four view points of form ulating the plan proposals:

A) Should the h-th  constra in t be lo o se  in the central 

problem , but tight in the s e c to r s  according to ex p er ien ces gained

m ay be in crea sed  as against the value, p rescr ib ed  in the e a r lie r  

ite ra tio n s . When determ ining the extent of the in c r e a se , the central 

co n stra in t's  degree of lo o se n e ss  m ay be taken into account.

B) Should the h-th  con stra in t be tight in the central 

problem  , but not v ery  tight accord ing  to ex p er ien ces  gained in 

previous itera tio n s, then the corresponding u^ constra in t m ay be 

d ecrea sed  as against the value p rescr ib ed  in  the e a r lie r  itera tio n s. 

When determ ining the extent of the d ecrea se , the cen tra l co n stra in t's  d e

g ree  of tig h tn ess  m ay be taken into account.

in previous itera tio n s, then the corresponding u constrainth
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C) Should the h-th  con stra in t have proven very  tight in the 

se c to r  according to ex p er ien ces  gained in previous itera tion s , then the 

con stra in t m ay be in crea sed  as against the value p rescr ib ed  in the e a r 

l ie r  itera tio n s .

This can be done even in the ca se  when the sam e constraint appeared  

tight in the cen tra l p rob lem .

D) The m in im ization  of the input of som e tight constra in t may 

be given as the objective function . T his m ay a lso  be the m inim ization  

of the joint input of se v e r a l tight con stra in ts with the averagin g  with  

su itab ly  chosen  w eights the variou s inputs.

A s a p o ss ib le  sy ste m  of w eights we m ay u se the shadow p r ic e s

belonging to the se le c te d  tight con stra in ts in the (z-1)  -th  iteration ,
10 )the optim um  dual so lution  of the cen tra l problem .

k kTo determ ine the new f u  , g  7 vector  p a irs  w hose total num ber
1— i

w ill be ( K. [ z ] -  K. £ s - l j )  the v iew points A- Dj  lis te d  above can be
, .. . . 1 1 H )com bined m variou s w ays

J. Kornai

^ A c c o u n tin g  for a ll cen tra l constra in t inputs at shadow p r ic e s  and 

deducting th is from  the orig in a l _c_j v ecto r , we w ill reach  the objective  

function of the exact DW - m ethod. T his question  w ill be dealt with in 

sec tio n  4 . 2 .

11)
In th is a r tic le  - for the sake of s im p lic ity  -  we are dealing ex c lu siv e ly  

with the ca se  w here th ere are only upper bounds both in the la r g e - s iz e  

problem  and in all s e c to r  p rob lem s. In actual p ractice  th is  is  not ,
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Spep z . 5 .  (In the se c to r s ;  a lgorith m ic) .

Sector problem  (19) in so lved  on the b a sis  of the con stra in ts and o b jec

tiv e  functions determ ined in  Step 4. On the b a s is  of the optim um  p ro
le k

gram s obtained, we generate the new t plan p rop osa ls and ŝ  o b jec

tive  function dintributions (k = K £ z - l ^  + 1, . . K. £ z j )  ,

Step z . 6 . (From  the se c to r s  to the cen tre) . T ransm itting the new 

p lan  p rop osa ls and ob jective function contributions.

Step z . 7 . (In the centre; a lgorith m ic) .

The en larged  cen tra l problem  is  con stru cted . By the end of Step z . 6 ,  

a tota l of (1 + K . £ z | )  plan p rop osa ls concerning the i- th  se c to r  

w ill have com e in . A ccord ingly , in the en larged  problem , weight 

v ecto r  £ z j  and- ob jective function contribution vecto r  sv£z}

w ill contain  (1 + £ z j  ) com ponents, and the plan proposal m a

tr ix  T  ̂ £ z ]  w ill have the sam e number of co lum ns.

The en larged  cen tra l problem  is  solved; the optim um  program
'ÜTw ill be y  [ z  } .

77 T
alw ays the c a se . In the ca se  of low er bounds. Step z . 4 .  m ust 

be m odified accord in g ly . Should th ere be e . g .  a  product balance  

am ong the cen tra l con tra in ts, then a low er bound m ust be p rescr ib ed  

for the producing se c to r . In such c a s e s , viewpoint B{ of form ulating the 

plan p rop osa ls should be applied with the m odification  that the low er  

bound is  ra ised  ( w h ereas in the u ser  s e c to r s  the upper bound in  

d ecrea sed  in  accord an ce with view point g  ) .
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Step z . 8 (in the centre; a lgorithm ic) .

We are com puting - in a m anner analogous with form ula (23) -  D {z  
the ob jective function surp lus ach ieved  as against the com parative  

p rogram .

Step z .9  ^_in the centre; h eu r istic ) .

C onsidering the value of D £z} . Should it prove unacceptable, the 

procedure is  continued and the z+1 -th  iteration  ca rr ied  out.

If it is  accep tab le, no further iteration  w ill be ca rr ied  out, 

and we w ill proceed  to the concluding s te p s .

J. K om ái

3 . 3 .  C_o_n_c_l._uding t h e  p r o c e d u r e

L et the iteration  be num bered Z w here in the 9th step  

the d ec ision  is  made not to ca rry  out- any further itera tio n . In that 

ca se , two concluding step s m ust s t i l l  be m ade.

Step z . 10 (From  the centre to  the s e c to r s )  .

T ransm itting the optim um  program  ^ . £ Z j  obtained in  the 7th step  

of the Z -th  iteration .

Step z .  11 . (In the s e c to r s  ; a lgorith m ic) .

We determ ine the im proved se c to r  program  x. £ z ^  ;

(25) 5i(Zl= X. £zj 3 .£Zj* ,
w here x. £ z ^  is a m atrix  w hose colum n v ecto rs  are all (1 + K £ z  j )  

k
se c to r  program s x  ̂ com puted up to now and serv in g  a s  a b a s is
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for the plan p ro p o sa is .

The en sem b le  of im proved se c to r  program s .form s the im proved  

program  x f  Z j  :

(26) * [ Z ] -  .............  ? n { Z j J '

3 . 4 .  The sch em e of inform ation flow s

The procedure d escr ib ed  in  sec tio n s  3 .1  - 3 .3  is  p resen ted  

sch em a tica lly . A s in the d escrip tion  above, in th is sch em e , too; 

the usual concept of the in terpretation  of decom position  m ethods w ill 

be used, nam ely that part of the operations is  ca rried  out by the 

"centre" and the other part by the " sec to rs"  .

M oreover, a further step  w ill be m ade in  the application,

of the institu tional in terp retation . A d istin ction  w ill be made

betw een the liv in g  p lanners in the cen tre  and the s e c to r s , the

mon em ploying the m od els and m ethods, on the one hand, and the

" dead" m achines with the data, in stru ction s and a lgorith m s

fed into them  , on the other .

In the sch em e , c ir c le s  rep resen t the groups of p lanners in the 

cen tre  and the s e c to r s , i . e .  the liv in g  m en, and rec ta n g les  stand for  

the com p u ters. The " c irc les"  carry  out the h eu ristic  operations, the 

"rectangles"  the a lgorith m ic o n es.

In the c ir c le s  and rec ta n g les  we show the step s of the z-th  

iteration  that are taking p lace th ere . To th ese , the contents of the  

in form ation  are a lso  g iven .

J. Kornai
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4 P o s s ib ilit ie s  of m odification

J. Kornai

4. 1. Som e com putational "tricks"

In the fo llow ing, som e p o ss ib le  m odifications of the gen era l 

m ethos d escr ib e l in Chapiter 3 w ill be pointed out which m ay increa=  

se  the p ractica l e ff ic ien cy  of the procedure,

1) In the D W -m ethod, the cen tra l problem  com bines exclu=  

s iv e ly  plan p rop osals of which no [ u . ,  b ., g. J -op tim ality  but only

[_b., g.^j -op tim ality  is  req u ired .

T his is  fe s s ib le  a lso  with the approxim ation m ethod, provi=  

ded that th ere e x is t  a lready one or two en sem b les  of plan p rop osals  

which are fu ., -op tim al with som e U é. U .

2) It is  not ab so lu tely  n e c e ssa r y  to  u se  e x c lu siv e ly

L u., b ., g^J -op tim al or £ b., g  j  -op tim al program s when form u  

la ting  the plan p rop osa ls.

T hese can be supplem ented in  ev ery  sec to r  by som e  

[u ., -fe a s ib le  and £b^ ]  - fe a s ib le  (but not optim al) program s.

They m ay be con sid erab ly  e a s ie r  generated than the optimum  

sec to r  propgram s.

3) The approxim ation of the optim um  solution  of the la r g e -s i=  

ze problem  m ay becom e m ore d ifficu lt when the cen tra l problem  can  

com bine only tjf v ec to rs  with m any n o n -zero  com ponents

It m ay be expedient to build d irec tly  into the cen tra l problem  as v a r ia 

b les  a lso  som e of the orig in a l la r g e - s iz e  p rob lem 's v a r ia b le s , th ese  

which have only a few n o n -zero  co e ffic ien ts  in  the cen tra l con stra in ts
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12 )

and only zero  co effic ien ts  in the sp ec ia l sec to r  con stra in ts.

4) It w ill be expedient to avoid eq u a lities in the central

problem .

E ven the con stra in ts which due to th e ir  p ra ctica l contents 

would actually  requ ire the equality form  should rather be given  as 

low er bounds.

A s a m atter of fact, from  the view point of the abjective  

function it m ay be m ore advantageous to  exceed  the low er bound, i. e . 

in the c a se  of an econ om ic task  to  produce a surplus than to renounce  

the in clu sion  of oth erw ise  advantageous plan p rop osa ls because they  

would m ake it im p o ssib le  to  sa t is fy  the con stra in ts to  equality.

5) Step. z. 5. w as o r ig in a lly  d escr ib ed  as one w here the
p k k •sec to r  d efines d iscre te  [_û  > gj ~j vecto r  p a irs for the sector  

p rogram s providing the b a s is  of the form ulation of new plan p rop osa ls.

In addition (or in stead ), the m eth od s of p aram etric  progra=  

m ing m ay a lso  be used.

To m eet the view points A), B) and C), the cen tra l con stra in ts  

vecto r  u. a llocated  to  the sec to r  m ay be p rescr ib ed  in param etric

12 )

T his w as the c a se  ;with a num ber of im port v a r ia b les  in the co u rse  of 

the econom y-w ide program ing project for 1966-70.

T h ese had n o n -zero  co effic ien ts  in two cen tra l row s only, 

nam ely in the product balance concerned  and in the balance of foreign  

exchange.

T h erefore , se v e r a l im port v a r ia b les  have been built a lso  

d irec tly  and individually into the cen tra l problem , and th is m ade the 

"blending" of the im proved program  m ore flex ib le .
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form , and to m eet view point D), vecto r  g. of the objective function  

co effic ien ts  m ay be p rescr ib ed  in  param etric  form .

A sin g le  continuous p aram etric  program ing m ay be used  for  

the form ulation  of a whole s e r ie s  of new plan p rop osa ls.

6) Step. z. 4. w as o r ig in a lly  d escrib ed  as one ca rr ied  out 

by the sec to r  independently, using the cen tra l inform ation obtained  

in Step 3. z .

The procedurs m ay, h ow ever, be com pleted  with the follo=

wing:

The se c to r s  w ill in ev ery  iteration  report a lso  the dual so= 

lu tion s of the optim um  se c to r  p rogram s used  for generating the plan 

p rop osa ls, or, ra th er, from  th ese  dual so lu tion s, the shadow p r ice s  

of the cen tra l con stra in ts .

The cen tre  w ill com pare th ese  , and on the b a s is  of the 

com parison  of the shadow p r ic e s  of p r ic e s  of se c to r  program ing  

ca rr ied  out in  the £ z - l j  -th  itera tion , w ill p rescr ib e  for the z-th  

iteration  the following:

The upper bound of the h -th  cen tra l resou rce m ust be 

ra ised  (i. e . v iew point B) m ust be en su red  (in the s e c to r s  where 

the shadow p rice  belonging to the h -th  constra in t i s  high.

The bound of the som e re so u r c e  m ust be d ecreased ) i. e. 

view point C (m ust be ensured) in the se c to r s  w here the shadow
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• • 1 13> p rice is  low.

7) In the cou rse  of p ra ctica l application, usually  not a 

sin g le  com putation is  ca rr ied  out but a whole com putation s e r ie s .

The m em b ers of the s e r ie s  m ay d iffer from  each other both 

in the objective function and in the value of the individual com ponents 

of the con stra in t v ecto r .

When applying the approxim ation m ethod, it is  p ossib le  to  

m ake preparations for th is in advance.

- A ll objective functions to  be am ployed in the s e r ie s  are  

made to figure in the sec to r  program ing com putations when determ i=  

ning the £ u^, b ., g. j  -op tim al program s.

- P rep aration s are made for the m odification  of cen tral con= 

stra in ts in the co u rse  of the com putation s e r ie s .

F o r  exam ple, when we know that it is  the value of the h-th  

cen tra l constra in t that w ill be in crea sed  or d ecrea sed  in the variou s

J. Kornai

13)
The com putational "trick d escrib ed  in paragraph 6) b r ig s  the basic  

concept of the decom position  m ethod of fic titio u s play into the appro» 

xim ation m ethod. fSee |_3J ).

T h ere , the in te r -se c to r a l regrouping of r e so u r c e s  is  taking  

place on the b a s is  of the ind ications of shadow p r ic e s  obtained in the 

sec to ra l program ings.
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m em b ers of the s e r ie s ,  we w ill work out plan p rop osa ls with the s e c to r s ,  

of which som e u se m ore and som e use le s s  of the h -th  constra in t.

In th is way, it w ill be p o ss ib le  to work out a u n iv ersa l cen tra l

problem .

T his can be em ployed in the ca se  of any m em ber in the com=  

putation s e r ie s ,  at le a st  in  the f ir s t  iteration , for com puting the ini= 

t ia l y  ^1^ weight v ec to r .

4. 2 C h an ge-over to the exact D W -m etod

Our m ethod being a variant of the DW -m ethod, we m ay after  

any iteration  change over from  the h eu r istic  approxim ation method 

to the exact D W -algorithm .

Let us suppose that after the z -th  iteration , we decided to  

continue the com putation - on the b a s is  o f the r e su lts  obtained up to  

that point by m eans of the approxim ation m ethod - according to the 

exact algorithm .

Let us w rite  down the (z -+- 1) -th  itera tion , retain ing the 

num eration of step s as d escr ib ed  in  sec tio n  3. 2.

We w ill now om it to m ark the individual step s as "algorith=  

m ic" becau se  th is  app lies now naturally  to each  step .

Step (z 4-1) . 1. (In the cen tre . )

Let us read  now the optim um  dual so lu tion  of cen tra l pro= 

blem  in the z -th  iteration .

Let p denote the vecto r  of shadow p r ic e s  belonging

to cen tra l con stra in ts (22a).

J . K om ái
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(27)

Step ( z + H .2 .

Step V z + 1 ) . 3.
The tra n sm iss io n

Step ( Z 4-  11 .4 .
L et us form ulate th

B. x = b.-1-1 •srl

X. = 07= Î

c! -l p’ i zi A.

Step (z +-1) . 5. :

W ill not be ca rr ied  out.

3. (From  centre to se c to r s ) .

(In the se c to r s ) .

using the solution , the new plan proposal together with the objective  

function contribution belonging to it.

Step ( z *-1 - [z 1 7. T h ese corresp on d  to the 
-  14)

id en tica l s tep s of the z -th  itera tion  d escrib ed  in sec tio n  3. 2.

14)

Step. 9 m ay be com plem ented  with an estim ation  of the d is tâ ^ r o m  the 

optim um . The form ula is  known, from  the literatu re on the subject.

F o r  its  d escr ip tio n  se e  e. g. J. Stahl1 s a r tic le  ![9j . Stahl's  

estim ation  form ula w as used in the DW com puter program  worked out 

in 1966-67 by the Computing C entre of the Hungarian A cadem y of S c ien ces
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When putting the approxim ation m ethod to p ra ctica l application, 

th e  program  can be worked out for the e lectro n ic  com puter in  a man= 

ner that the p lanners m ay change over in any itera tion  from  the approxi=  

m ation to the exact m ethod.

A ccordingly , the approxim ation m ethod m ay a lso  be interpre=  

ted as the p reparatory phase of the DW -m ethod which p rov id es a sui=  

table in itia l program  for the exact D W -com putation .

5 THE PROPERTIES OF THE APPROXIMATION METHOD

5. 1 P rovab le p ro p erties

In the fo llow ing, th ose p rop erties of the gen era l m ethod d escri=  

bed in Chapiter 3 w ill be dealt with which are su scep tib le  of proof.

F ir s t  property  (F ea sib ility ). The im proved program s gene=  

rated  with the gen era l approxim ation m ethod constitu te  the fea s ib le  so= 

lu tions of the la r g e - s iz e  problem : x £ z  .

P roof. F ir s t ,  it m ust be proven that th ere  is  a lw ays a fea= 

sib le  solution  to the cen tra l problem .

T his fo llow s tr iv ia lly  from  the fact that at le a s t  two solu=  

tions are known which are per defin itionem  fea sib le :

(28) £  = y °  = l . f y *  = 0 ( k = l , . . . , K .  ( z j ) ]  i = l , . . . , n

or:

(29) y = y °  = o, y 1 = l , ^ y k = 0 ( k  = 2..........K [Z })J  i= l ........... n

In the follow ing we m ust r e a lis e  that x 'yZ i is  the feasi=

J, K om ái
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b le  solution  of the la r g e -s iz e  problem .

On the one hand, cen tra l con stra in ts (22a) of the cen tra l pro= 

blem  ensure the sa tis fa c tio n  of cen tra l con stra in ts  

( la)  of the la r g e -s iz e  problem , sin ce

(30) £  T. [ Z ]  v. { Z j *  = £  A .x J Z j = S o .

On the other hand, the plan proposal in the cen tra l problem  

are based  e x c lu s iv e ly  on £b.J -fe a s ib le  p rogram s.

The com bination con stra in ts (22b) ensure that the im proved  

program  should be com posed  of the convex com binations of th ese , i. e. 

that the sp ec ia l se c to r  con stra in ts (b) of the la r g e -  s iz e  problem  

should a lso  be sa tis fied .

Second property  (Im provem ent). The gen era l approxim ation  

method enab les the generate a program , the abjective function value  

of which is  defin ite ly  h igher than that o f the com parative program :

(31) c 'x  j z j  >  c 'x °  .

P roof. T here is  cer ta in ly  known at le a s t  one program  of 

which it is  obvious ihat it is  m ore advantageous than the com parative  

program , and th is  is  the program  d escr ib ed  in (29) .

As a m atter of fact, th is g iv es  the optim um  program  of 

se c to r  problem  (14) for ev ery  sec to r  with com parative cen tra l con= 

stra in t a llocation  U°.

At the sam e tim e , in accordance with assum ption  4, the

J. K om ái
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com parative se c to r  p rogram s constitu te  fea s ib le  but non-optim al pro= 

gram s of that problem .

Third property  (M onotonity). The ob jective function value  

obtained in  the z -th  iteration  is  not low er than that obtained in  the 

£ z - l^  -th iteration:

(32) c 'x  = c 'x  £ z - l^  .

P roof. T his fo llow s d irec tly  from  the fact that -  in accordance  

with Step. z. 7. - the plan p rop osa ls accum ulated  up to  the (z -1 ) -th  

iteration  are not abandoned in the z -th  iteration .

The new plan proposal abtained in the z -th  itera tion  w ill be 

included only if  it im p roves the value of the ob jective function.

5. 2. E xpectable p rop erties

The m ethod's e ffic ien cy  w ill -provided  that it i s  exp ertly  

applied - be con sid erab ly  h igher that could be guaranteed on the ba= 

s is  of its  m ath em atica lly  provable p ro p erties .

Some non-provable but expectab le p rop erties w ill be d escri=  

bed below .

H ere, not only the gen era l m ethod d escr ib ed  in C hapiter 3 

but a lso  the p o ss ib ilit ie s  of m odification  and com pletion  autlined in  

Chapiter 4 w ill be kept in v iew .

To illu s tra te  our p o in t, exam p les of the m ethod's applica=  

tion  in econ om ics and planning w ill be given.

Our argum ents can, how ever, be extended to application  in

other fie ld s .
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Fourth property  (R eality). The s im p le x rtype, fin ite  and 

exact m ethods of lin ea r  program ing, with the DW -m ethod among them, 

p roceed  through the extrem e points of the convex polyhedron form ing  

ihe se t  of fea s ib le  p rogram s, leap in g  from  extrem e point to extrem e  

point.

In the co u rse  of th is , we m ust u su a lly  sta rt from  absurd  

program s which do not lend th e m se lv e s  to econom ic in terpretation , 

with the b ase containing only the unit v e c to r s .

Then, when the program  b ecom es m ore in terpretab le , the 

ob jective function value w ill be s t i l l  reth er  d isadvantageous.

It is  only tow ards the end of the itera tion  p r o c e ss  that 

non-absurd  program s w ill be reach ed  which are eco n o m ica lly  in terp retab le and 

su ffic ien tly  advantageous from  the point of v iew  of the objective func = 

tion , and the further itera tion s w ill then lead  up to  the optimum.

The proposed  approxim ation m ethod s ta r ts  from  an in terior
15)

point of the polyhedron and usu a lly  a lso  ends at an in terior  point.

But a lread y the in ter io r  point reached  in the f ir s t  iteration  

w ill be "su ffic ien tly  advantageous".

T his is  guaranted by the f ir s t  and second  p ro p er tie s  : the

J. Kornai

15)

F rom  th is  point of v iew , the e ff ic ien cy  of the approxim ation m ethod  

ought to be com pared - by m eans of exp erim en tal com putations- with 

that of the gradient m ethods which start a lso  from  an in ter ior  point.
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fact that a sound, m ore or le s s  ra tion a l program  based on inform ation  

from  outside the m odel was included from  the outset in the plan pro= 

p o sa is .

In the further in tera tion s, the p rogram 's soundness, ratio=

n ality  and econom ic in terp retab ility  w ill be enhanced by the fact that

the plan p rop osa ls are not only [b .J  - fe a s ib le , as in the c a se  of the

DW -m ethod, but a lso  fu ., b . l  -fe a s ib le .
L - 1 - l - l

In addition , a con sid erab le  proportion of the la tter  is  based  

on evaluable cen tra l con stra in t a llo ca tio n , which again en su res  the 

r e a lis t ic  ch aracter  and in terp retab ility  of the s e c to r  p rogram s.

Inform ation from  outside the m odel w ill a lso  fa c ilita te  the 

determ ination  of evaluable cen tra l constra in t a llocation .

F ifth  property (Continuous im provem ent). It can be ren= 

dered probable, although not be proven, that if  step  z. 4 is  sk ilfu l3 

ly  ca rr ied  out, the value of the objective  function w ill not only not d e te 

r io ra te  from  itera tion  to  itera tion  but con sid erab ly  im prove.

T his is  based  on two econom ic con sid era tio n s.

a) In te r -se c to ra l a llocation . In Step. z . 4. new plan propo3 

sa ls  w ere worked out which highly econ om ize in the sc a r c e  resou r  =
f

c e s  and products (se e  v iew poin ts B ( and D )).

In addition, plan p rop osa ls w ill a lso  be worked out which u se  

m ore of th ese  r e so u r c e s  and products. (See view point) C . )

This affords the p o ss ib ility  to  ca rry  out in te r -se c to r a l r e a l3 

location  in the (z + l)  -th  iteration .

Should it be advantageous from  the point of v iew  of the 

objective function, the plan proposal econom izing  to  a high degree in

J. Kornai
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a sc a r c e  re so u rce  or product can be included in one of the s e c to r s  and 

the sav in gs are u tilized  by the plan p rop osa ls of som e other se c to r s  which  

req u ires  m ore of the sc a r c e  r e so u rce .

b) Substitution am ong the fa cto rs .

In Step z . 4. plan p rop osa ls w ill a lso  be prepared which use  

m ore of the lo o se  constra in t (see  view point A) and l e s s  of the tight 

con stra in t (see  view point B) and C( ).

Should th is  be advantageous from  the point of v iew  of the 

ob jective function, then the new plan proposal which c a r r ie s  out the 

substitution  among the factors w ill be included in the cen tra l program .

A ctually , the exact m ath em atica l program ing m ethods, with 

the exact decom position  m ethods am ong them , em ploy s im ila r  eco=  

nom ic p r in c ip les .

They w ill do th is , h ow ever, by observing  sim u ltan eou sly  the 

d ifferen tia l returns (shadow p r ice s)  of a ll r e so u r c e s , factors and 

products, carry in g  out usual c o rrectio n s  by using a ll of them  sim ul=  

taneously .

(Thus, the DW m ethod c a r r ie s  out the co rrectio n  of the 

evaluation  of a ll cen tra l con stra in ts sim u ltan eou sly  in  the abjective  

function of the sec to r  com putation; the ^ 3 j  method of fic titiou s  

play c o r r e c ts  at the., sam e tim e a ll com ponents of the y. v ec to r , and 

so  on. )

In the c a se  of the approxim ation m ethod, on the other hand 

when working out a new plan proposal (in Step z. 4. ), we w ill mani= 

pulate only part of the r e so u r c e s , factors and products -probably  

but som e of them  - by m eans of con stra in ts co rrectio n  or a change  

in the ab jective function, w hile leav in g  the r e s t  unchanged.

J. K om ái
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To m ark out the co r r e c tio n s , the exact decom position  m e = 

thods can em ploy only the in form ation  brought into the m odel in  

advance or the in form ation  which is  com puted by the itera tiv e  p ro cess  

i t s e lf  in its  co u rse  (e. g. the shadow p r ic e s  of the cen tra l problem  in 

the D W -procedure, or the shadow p r ic e s  of the se c to r  prob lem s in 

the [ 3 J  a lgorithm  using  f ic titio u s  play).

In the c a se  of the approxim ation m ethod, on the other hand, 

the palnner w ill know independently of the m odel, which r e so u r c e s , 

factors and products are tight and which ones lo o se  in the la r g e -s iz e  

problem , and within that in  the individual se c to r s;  it is  with th ese  in  

view  that he can help  in te r se c to r a l rea llo ca tio n s and substitutions  

am ong fa cto rs .

It is  p artly  on the b a s is  of th ese  (and only partly  on that of 

algerith m ic  cen tra l in form ation  form ed in Step z. 1. of the iteration) 

that he w ill decide on the r e so u r c e s , fa c to rs  and products w here cor=  

rection  should be ca rr ied  out in Step z . 4.

Both in te r -se c to r a l reg ro u p in g  and substitution  am ong the 

factors w ill be fa c ilita ted  if  at le a s t  part of the plan p rop osa ls is  

" extrem ist" .

E. g. we have a plan p rop osal requ iring im probably high 

investm ent and econ om izin g  at the sam e tim e highly in  m anpower; 

or, co n v erse ly , another plan p rop osal using  an im probably high 

amount of m anpower but ex trem ely  l it t le  in vestm en t.

Let us have se c to r a l plan p rop osa ls belonging to  cen tra l 

constra in t a lloca tion s which g ive ex trem s p referen ce  to som e effic ien t  

se c to r s  in the a llocation  of r e so u r c e s  to the detrim ent of a ll the 

oth ers. (Such " extrem ist"  p rogram s can e a s ily  be generated  by choosing
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su itab le [u ., g .J vector  p a irs and generating [u .,  b ., g. J -op tim al 

plan p roposals)

It m ay be exp ected  that the ex trem al plan p rop osa ls w ill 

lo t r e c e iv e  a weight near unity and m ay s t i l l  appear with p ositive  

weight in the im proved program .

T heir ex isten ce  w ill fa c ilita te  it for the cen tra l problem  to 

"blend" in the m oot flex ib le  m anner the m ore e ffic ien t in te r -se c to r e l  

allocation , and the b est com bination of the fa cto rs .

When speaking of the fourth property  it w as laread y  poin= 

ted  out that a su ffic ien t number of "sound" plan p rop osa ls w ill be 

needed which are near to  the usual a llocation .

In addition, how ever, " extrem ist" , "one-sided" plan propo= 

sa ls  generated  in  the above sp ir it  are a lso  needed, to be able to pro= 

duce the su itab le "blend" in the sh o rtest p o ss ib le  way.

Speaking of the im provem ent of the program , som e rem ark s  

should be made a lso  concerning the term ination  of the com putation.

This is  an inevitab ly  arb itrary  d ec is io n , in the taking of 

which the planner w ill have the r e ly  again to  a high degree  on infor=  

m ation from  autside the m odel.

On the ony hand, he w ill be ab le, on thé b a s is  of h is p ra ctica l 

knowledge and ex p e r ie n c e s , to r e a lis e  w hether D z  { , i. e. the 

im provem ent against the com parative program , is  s ign ifican t or not, 

taking into account both the absolute value of the im provem ent and 

its  m agnitude as re la ted  to the com parative program  as w ell as 

i t s  rate in each itera tio n  (whether it is  slow ing or a cce lera tin g ,

J . K om ái
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e tc . ).

On the other hand, he w ill take into account the "price"that 

has to be paid for an iteration .

What in te llec tu a l and m a ter ia l fo r c e s  are tied  up in carry in g  

out an iteration?

Is it worthwhile to engage the capacity  of the p lanners and

the com puters in a further itera tion , or would it be m ore reasona=  

ble to s ta rt instead  working on a new problem , and ca rry  out the 

f ir s t  itera tion s of a new plan variant.

Without w ish ing to la y  down a gen era l ru le , we m ay ventu= 

re  to say  that within the fram ew ork of the approxim ation method it 

w ill hardly be worth w hile to  ca rry  out m ore than 5 to lo  iteration .

By then, the h eu r istic  id eas of the p lanners w ill u su a lly  

be exhausted.

Should we w ish  to  go farther in im proving the program .

16)

16)

It w as a lready m entioned above that the exact DW -m ethod  

affords the p o ss ib ility  to  estim a te  the d istance from  the optim um .

In our ex p er ien ce , how ever, the form ula which s e ts  an up= 

per bound to the im provem ent which can s t i l l  be ach ieved , usually  

u n d erestim ates the im provem ent a lready achieved  and o v erestim a tes  

that which can s t i l l  be rea lized .

The application of the form ula d oes, accord in g ly , not promi=  

se  m uch benefit; for the p ra ctica l planner, the im provem ent on the corn3 

parative program  w ill u su a lly  m ean m ore.
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then it w ill be reason ab le  to change over to the exact m ethod, as de = 

scr ib ed  in  sec tio n  4. 2 . ,  taking upon o u rse lv es  the co st  of the further  

slow  but cer ta in  con vergen ce.

H e r e , we should lik e  to  speak of the ju stifica tion  of using  

the term  "approxim ation method".

In lite r a tu r e , the term  is  frequently used to denote the al= 

gorithm s which, although not reach ing  the exact so lu tion  of a problem  

in a fin ite number of s te p s , con verge to the solution  which they m ay 

approxim ate in the c a se  of a su itab le number of itera tion  with any 

arb itra r ily  s e t  degree  of accu racy . The term  "approxim ation"  

i s ,  h ow ever, not r e se r v e d  for th is; consequently , it is  ad m issib le  

to u se it in a lo o se r , to denote a procedure which has no other pro= 

p er tie s  than th ose  d escrib ed  in Chapter 5.

Sixth property  (The in terp retab ility  of the plan proposal).

In the orig in a l D W -m ethod, the m eaning of the optim al 

program  is  c le a r .

The plan p rop osa ls obtained in the co u rse  of the individual 

itera tion  have, h ow ever, no m arked econom ic m eaning, no sp ec ia l 

c h a ra c ter is t ic  of th e ir  own.

In the c a se  of the approxim ation m ethod, on the other hand 

it is  endeavoured to  give each plan proposal som e independent econo=  

m ic ch a r a c te r is t ic , som e m arked "profile". E .g .  "a program  eco=  

nom izing on liv e  labour, with lo o se  investm ent quota", or "econo= 

m izing  on d o lla r s , to  the d isadvantage of d om estic  inputs", etc .

It is  in the defin ition  of the " sp ec ia l ch a ra cter istic"  of 

th ese  p rop osa ls that the inform ation m a ter ia l avaitable to the p lanners

J. Kornál



37

J. Kornai

from  outside the m odel co m es to ex p ress io n , in form ation that p lays  

again an im portant ro le  in  Step 4.

A s a m atter of fact, it is  on the b a s is  of th is  in form a

tion  that it w ill becom e c le a r , what m odifications in the con stra in ts and 

what changes in the objective function is  it worth w hile to c a rry  out 

in order to  give the plan proposal a defin ite "profile".

T his w ill, at the som e tim e , en su re  that it is  not only

£z
that lends i t s e lf  to a n a ly sis .

In each individual itera tion , and e sp e c ia lly  in the la s t  

one, the w eigths y. w ill a lso  be sign ifican t and su itab le for d irect  

econom ic a n a ly s is .

On the b a s is  of what has been sa id  above, le t  us now 

su m m arize  the sta g es  w here the approxim ation m ethod m akes u se  of 

in form ation  obtained from  outside the m odel :

the final resu lt - the im proved program  x = X

a) In including the com parative program  in the plan 

proposals;

b) In determ in ing the evaluable cen tra l constra in t a llo 

cation  ;

c) in determ ining vecto r  p a irs £y. , g.]j - which 

provide a b a sis  for generating  new plan p rop osa ls - in 

order to fa c ilita te  rational in te r se c to r a l regrouping and 

rational substitu tion  betw een the factors;

d) in form ing the "profile" of the plan prop osals;

e) in eventuating the additional retu rn s secu red  as c o m 

pared with the com parative program , and in term inating  

the com putation.
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One of the ta sk s of re sea rch  aim ed, at further d ev e lo 

ping the m ethod d escr ib ed  in th is  paper w ill be to work out new id eas  

and su ggestion s to a c c e le ra te  the procedure of im proving on the program  

and to ca rry  out the h eu r istic  step s m ore e ffic ien tly .

5. 3 P ra c tica l ex p er ien ces

The approxim ation m ethod has been used to ca rry  out 

som e m inor exp erim en ta l com putation.

In addition it w as once applied in p ra ctice  to  a la r g e - s i 

ze  problem  within the fram ew ork of econom y-w ide program ing for  

1966-1970, in Hungary.

The' la r g e - s iz e  problem  contained a tota l of 2055 con 

stra in ts  and 2424 a ctiv ity  v a r ia b les  (auxiliary  v a r ia b les  excluded).

F o r  lack  of adequate com puting-techn ica l fa c ilit ie s , the 

exact so lution  of the problem  could not be undertaken.

Any attem pt to so lv e  the problem  eith er  d irectly , w i

thout d ecom p osition , or by em ploying one of the decom position  m ethods 

would have rendered  the com putation rather slow .

T his would have tied  up to  com puters for a long tim e , 

involved high c o s ts  and in crea sed  the so u rces  of com putational e r r o r s ,  

endangering th ereb y ’the accu racy  of the final resu lt.

T h erefo re , the approxim ation m ethod d escrib ed  in Chap- 

ther 3 and 4 for th is paper has been re so r te d  to.

T his has enabled the com putation of 22 plan va r ia n ts ,

i. e . the determ ination  of 22 d ifferent im proved p rogram s  

obtained with the application  of variou s vecto r  p a irs j ti ,
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In the f ir s t  iteration a lread y , program s w ere usually

reached  w here other plan p rop osa ls b esid e  the com parative t°  and 
1

the sec to r -o p tim a l i  ones appeared with a p o sitiv e  weight.

The im proved p rogram s showed a con sid erab le  im p ro v e

m ent in the value of the objective function as com pared with the c o m 

parative program .

L et us g ive som e exam p les :

The program  m axim izin g  consum ption en su res  a 

consum ption le v e l 5. 2 per cent higher than that in the com parative  

program .

The program  m in im izin g  liv e  labour input sa v es  6
17)

per cent of the m anpower req u irem en ts of the com parative program .

J. K om ái

5. 4 The ju stifica tion  of em ploying approxim ation m ethods

The d iscu ss io n  of the con crete  m ethod outlined in th is  

paper provides an opportunity to m ake som e gen era l rem ark s on the  

ju stifica tio n  of em ploying approxim ation m ethods in so lv in g  econom ic  

planning problem .

It is  cer ta in ly  not our intention to put an " ideologica l 

com plexion" on our d ifficu ltie s .

T hus, in the econom y-w ide program ing for 1966-1970,

17)

See [^6j
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we would have p referred  to em ploy an exact m ethod in so lv in g  the 

con crete  problem .

It is  not h ere  that the r ea l problem  l ie s  but in the fo l

low ing d ilem m a, w ell known to  a ll m odel co n stru cto rs.

L et us a ssu m e that the m athem atical ch aracter  of the m o 

del has a lread y been decided  upon, and confine us to the ca se  d iscu ssed  

h e r e , that of lin ea r  program ing.

In that c a se  it is  not the s iz e  of the m odel that w ill be 

given b efore hand but (for a p articu lar country, at a given tim e , or 

for som e defin ite r e se a r c h  team ) the com puting-techn ica l lim ita tion s  

w ill be given.

The sto ra g e  capacity  and sp eed  of the availab le  com p u ters, 

the u tilizab le  m a ch in e-tim e and funds se t a lim it  to the d im ension  of the 

lin ea r  program ing problem  that can be so lved  with the exact method.

The m odel co n stru cto r 's  d ilem m a l ie s  in the fact that 

he m ust content h im se lf  e ith er  with th is s iz e  or - should he want 

a la rg er  m odel - with an approxim ation instead  of an exact m ethod.

In both c a s e s  a co n cess io n  is  m ade to tthe detrim ent

of accuracy .

In the second  c a s e , th is  is  obvious.

T here e x is t  certa in  con str ic ted  v iew s which would take 

into account th is  type of in accu racy  only, and judge it o n e -s id e ly .

H ow ever, the other rela tion sh ip  m ust not be overlooked

eith er .

The con stru ctin g  of econom ic m od els is  in it s e lf  an 

' approxim ation method".

E very  m odel re p r e se n ts  an in accu rate and sim p lified
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copy of rea lity .

The m ore fa cto rs  are le ft out of consideration; the m ore  

the p o ss ib ility  of ch o ice is  re str ic ted ; the higher the degree of a g g r e 

gation (i. e. the g rea ter  the extend to which things are added together  

which a r e  not d irec tly  addible); the le a s  accu rate w ill be the m odel, 

in two s e n se s  of the word.

On the one hand, a fea s ib le  program  of the aggregate m odel 

m ay not be fea s ib le  in rea lity  becau se  it fa ils  to sa t is fy  a whole range  

of con stra in ts which are not se t  in the m odel but n ev e r th e le ss  ex istin g  

in actual fact.

On the other hand, an ex a ctly  optim al program  of the 

aggregate m odel m ay in r e a lity  be su b -op tim al, becau se  the r e a lis t ic

a ltern a tiv es  which would have probably appeared in the optim al program  

of a m ore deta iled  m odel hand not been included in  the v a r ia b le s .

The com putations based on the m odel involve two p ro

ced u res.

F ir s t ,  the in fin ite ly  com plicated  rea lity  is  reform ulated  

into a m athem atical probelm ; then ,th e  m athem atical problem  is  s o l 

ved.

It is  le ft  to the m odel con stru ctor to ch o se , in which

of the two p roced u res should he be m ore accu rate to the detrim ent of the 

accu racy  of the other procedure.

T his is  a problem  of gen era l ch a ra cter , not e x c lu s iv e ly  

rela ted  to p resen t-d a y  com p u tin g-tech n ica l d ifficu ltie s  in Hungary.

If we had com puters ten t im es  as la rg e  as the p resen t on es, 

the question  would again pose itse lf:  should we content o u r se lv e s  with 

the exact so lution  of the problem  which we had fo rm er ly  been obliged
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to approach with the approxim ation method.

Or should we make a step  forw ard in m odel construction , 

re flec tin g  rea lity  in g rea ter  detail in  a la r g e r  m odel (e. g. by rep lacing  

s in g le -p e r io d ic a l planning by m u lti-p er io d ica l dynam ical planning) but 

carry in g  out the com putation again on the b a sis  of som e approxim ation  

method.

No unequivocal and gen era lly  valid  solution  of th is d ile m 

m a e x is ts .

In p ra ties  , it w ill be best to fo llow s both paths p a ra lle l-  

ly , i. e. to con stru ct, on the one hand, m odels with a h igher degree  of 

aggregation  for exact com putations and, on the other hand, m ore de- 

saggregate  m od els for approxim ation m ethods.

T his is  e x a c t ly  what we did when experim enting  with the

m athem atica l program ing m eth od s to be used  in Hungarian f iv e -y e a r

planning : exact com putations w ere  ca rr ied  out with a lin ea r  program ing
18 )

m odel of a s iz e  of about 80 X 100 and the approxim ation m ethod

w as em ployed  in the c a se  of another m odel with the s iz e  of about 

2000 X 2500.

The r e su lts  obtained w ith  the two m od els can be com pa

red  with each other and used  for rec ip ro ca l control.

H ere w e have reached  an even w ider problem  of m ath e

m atica l planning, which should be dealt with only c u r so r ily  in th is pa

p er , nam ely  the re la tion sh ip b etw een  the p lanner's liv in g  p erson  and 

the com puter.

In the litera tu re  on sim u lation , the term  "m an -m ach i

ne " -sim u lation  is  w id ely  applied.

It denotes the exp erim en ts w here part of the operations

5] •18) See
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is  ca rr ied  out by the com puter on the b a sis  of an algorithm  fixed in 

advance, w hile another part is  being im p rov ised  by the p erso n s taking  

part in the exp erim en t, who an a lyse the r e su lts  obtained in the m ean 
tim e from  the co m p u ter . By analogy in  the c a se  of the approxim ation

m ethod we m ay sp eack  of "m achine-m an" planning.

T his is  what the c ir c le s  and rec ta n g les  connected  with each  

other in the sch em a in Chapter 3 w ere  intended to  illu s tra te .

It m ust be pointed out that th is  is  not the only ca se  w here

th is ap p lies.

C ooperation  of th is  type between a lgorith m ic , m achanized  

operations and h e u r is tic , intuitive and im p rov ised  human in te llec tu a l 

a ctiv ity  is  h ighly c h a ra c ter is t ic  of a ll m athem atica l planning.

Even when applying the exact m ethods, th ere  w ill be 

much h eu r istic  thinking and intuition needed; b efore the com putation, 

in the construction  of the m odel and in the p artly  su b jective estim ation  

of the data; during the com putation, in determ ining the copulation s e r ie s  

and s e n s it iv ity  t e s ts  to be ca rr ied  out; and fin a lly , in  the evaluation  

and a n a ly s is  of the r e su lts  and in actual d ec ision -tak in g .

6 ON THE INTERPRETATION OF THE METHOD - CONx 

FLICT AND COMPROMISE

The a lgorith m s of m ath em atica l program ing, and e s p e 

c ia lly  the decom position  m ethods can u su a lly  be g iven  som e econom ic  

in terpretation  which would in terpret the procedure as a form al abstract 

m odel of planning and of the foundation of d ec is io n s .

It is  a com m on c h a ra c ter is t ic  of a ll in terp retation s that 

they do not pretend to form aliz in g  e v ery  e sse n tia l feature of p lan-

J. K om ái
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ning and of the foundation of d ec is io n .

The variou s a lgorith m s em p h asize usu a lly  only one or 

another elem en t of the p r o c e ss .

The approxim ation m ethod d escrib ed  in th is paper can  

a lso  be g iven an econom ic (and even  a gen era l, so c io lo g ica l) in te r 

pretation.

When giving th is in terp retation , we m ust, naturally  detach  

o u r se lv e s  from  the com p u tin g-tech n ica l aspect: of the problem .

In th is  connection , we m ust not think any longer of the 

orig in a l la r g e -s c a le  problem  the so lu tion  of which we want to ap p roxi

m ate, nor of the fact that the m ain  purpose of generating plan propo

sa ls  in to advance the im provem ent of the objective function belonging to  

the la r g e -s c a le  problem , etc .

The in terp retation  is  the fo llow ing :

In e v ery  organ ization  - be it the s ta te , an ad m in istrative  

unit, som e so c ia l or p o litica l in stitu tion , an e n te r p r ise , e tc . - there ex ist  

in ternal co n flic ts .

V arious p a rts , su b -u n its , in te r e st  groups w ill take a 

stand on the questions of the day on the b a s is  of th e ir  own v iew s, 

r ea l or supposed in te r e s ts .

T heir opinions su g g estio n s and p rop osa ls w ill often co n 

trad ict each  other.

F o r  exam p le , each  sub-unit w ill c la in  m ore of the o rg a 

n ization 's com m on r e so u r c e s  and w ill want to contribute le s s .

Even within the su b -u n it, the variou s groups w ill in te r 

pret the sp ec if ic  in te r e s ts  of the sub-un it is  variou s w ays.

The c o lle c t iv e  l i f e  of the organization  w ill be p o ssib le
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in sp ite  of th ese  co n flic ts  b ecau se  som e com p rom ise  w ill be made 

betw een the con trad ictory  p rop osa ls.

When form ing the co m p ro m ise , var iou s c r ite r ia  m ay 

play a part according to how the organ ization 's suprem e d e c is io n -m a 

k ers a s s e s s  the com m on in te r e st .

M odern so c io lo g is ts  and eco n o m ists  have dealt en ten si-

ve ly  with the problem  of con flic t and com p rom ise  w ithin the organiza.-
19)

tion s m ain ly  on the b a s is  of em p ir ica l observation .

The approxim ation m ethod - and e sp e c ia lly  the com puta

tion s e r ie s  ca rr ied  out by m eans of the approxim ation m ethod and 

d escr ib ed  in Chapter 4 - m ay be in terp reted  as the form aliza tion  of the 

p r o c e ss  of working out the con flictin g  p rop osa ls and the com p rom ise  

m ade betw een them .

C on flicts e x is t  on two le v e ls .

On the one hand, the plan p rop osa ls com pete with one 

another within the b asic  unit, the i-th  s e c to r .

T h ese  can be regarded  -due to  the fact that each  one of 

them  has som e m arked "profile" of its  own - as the ex p r e ss io n s  of 

the d ifferent v iew s and opinions a r is in g  within the s e c to r .

J. K om ái

19)

It is  p r im a r ily  the so c io lo g is ts  engaged in the ex a m i

nation of ' form al organization" and the rep resen ta tiv es  of the s o - c a l

led  "behavourist' sch o o l who in vestiga te  the jproblem from  th is  point 
of v iew . See '  1 ]  and  ̂8 1 .



46

Should the sec to r  rep resen t an e n terp r ise , then the plan

p rop osa ls m ay r e fle c t  the standpoints of the d ifferent groups within
+ ,  . .  2 0 )  the firm .

On the other hand, con flic ts  e x is t  betw een the se c to r s , 

regarding the a llocation  of the com m on r e so u r c e s  and the carrying  

of the com m on burdens and obbligations.

It is  the cen tra l task  of the approxim ation m ethod to 

work out a reason ab le  com p rom ise  betw een the conflicting  p rop osa ls.

A s in  r e a l l i f e ,  h ere  too, the com p rom ise  w ill be form ed  

in itera tiv e  p r o c e ss .

F i r s t , a tem p orary  p re -co m p ro m ise  w ill em erge.

(F ir s t  i te r a t io n .)

A nalysing  the w ea k n esses  of th is , the d ec is io n -m a k ers  

w ill ask  for further p ro p o sa ls , on the b a sis  of which they w ill endesf- 

vour to reach  a m ore su itab le co m p ro m ise , and so  forth.

J. Kornai

2 0 )

F o r  exam p le, within an in te r p r ise , the financial depar

tm ent would propose a program  sim ed  at in crea sed  profits; thè s a 

le s  departm ent would push the production of goods m ost in demand; 

the tech n ica l developm ent sec tio n  would urge in crea sed  productivity.

W ithin the la tte r , one group of en g in eers would r e c o m 

mend technology ’ A", another group technology "B", and so  forth.
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J. K om ái

The fact that we are dealing here with an approxim ation  

and not with an exact m ethod, does not w eaken th is  in terpretation; in fact 

it ren d ers it rather m ore r e a lis t ic .

Such p r o c e s se s  do not p ro g ress  tow ards an "optimal" 

com p rom ise  based  on som e s tr ic t  cr iter io n  in actual r e a lity  e ith er .

Instead one w ill content on ese lf with a " secon d -b est" , 

and "acceptable" final solution .

Instead of s tr ic t ly  enforcing a s in g le  optim ality  cr iter io n , 

exp erim en ts are ca rr ied  out on the b a sis  of sev era l d ifferent v iew p oin ts-  
-w hich in the c a se  of our form alized  procedure corresp on d s to  the fact 

that hero a s e r ie s  of com putations is  ca rr ied  out with the sam e u n iversa l 

in itia l cen tral problem  but with varying objective functions.

In our opinion, con flict and com p rom ise  constitu te a p articu 

la r ly  im portant e lem en t in the p r o c e s s e s  of planning and d ec is io n -ta k in g .

Our m ethod of approxim ation is  but one of the p o ssib le  

form ulations; it w ill be w orth-w hile to continue r e se a r c h  in th is  d i

rection , to work out and em ploy a lso  other m athem atica l m od els of 

rep resen tin g  co n flic ts  and co m p ro m ises .
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