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Introduction: Great Changes in the 
World and in Economics -  Corruption, 
Development and Institutional Design
János Komái, László Mátyás and Gérard Roland

The Fourteenth World Congress of the International Economic Association 
took place in Marrakech between 29 August and 2 September 2005. The main 
themes of the Congress were 'New Trends in Economics’ and 'Understanding 
the Great Changes in the World'. These two volumes present the reader with 
the presidential address by János Kornai, many of the distinguished invited 
lectures (by Yingyi Qian and Jinglian Wu, Timur Kuran, Edmund Phelps and 
Philippe Aghion) and many papers presented at the different invited ses­
sions organized by Masa Aoki (Mechanisms of Institutional Change), Herbert 
Gintis (The Implications of Experimental Economics For Economic Theory), 
Mustafa Nabli (Is Democracy a Binding Constraint for Economic Growth in 
the Middle East and North Africa Region?), Susan Rose-Ackerman (Trust and 
Distrust in Post-socialist Transition), Jan Svejnar (15 Years of Post-Socialist 
Transition), Oded Stark (The New Economics of the Brain Drain: Analytics, 
Empirics and Policy) and Claude Ménard (Institutional Design and Economic 
Performance).

There have been many changes both in the world and in economics around 
the turn of the millennium. A fundamental change has been the end of 
the cold war and the post-socialist transition in Central and Eastern Europe, 
China and Vietnam. Countries like China and India have engaged on an 
impressive growth path. Globalization has continued to unravel with goods, 
capital and people moving more freely around the globe. With 9/11 and the 
Iraq war, but also Chechnya, Kosovo, Afghanistan and the continued con­
flict in the Middle East, new concerns have arisen about fault lines of conflict 
in the twenty-first century. Simultaneously, the spread of democracy contin­
ues throughout the world. Spectacular advances in information technology 
which are affecting the technology of production and the organization of 
firms as well as communication channels in general are also triggering social 
and cultural change that we are only beginning to grasp. Many other pro­
found changes have also been taking place. The world in 2007 is completely 
different from the world even twenty or thirty years before.

Several of these important changes in the world have been concomitant 
to changes in economics. This is not surprising. Some of the changes in 
economics have been brought about by important changes in the world.

XIX



XX Introduction

The large-scale economic transition from socialism to capitalism has con­
tributed in a significant way to placing institutional economics firmly in 
the mainstream. The large output fall and strong subsequent variation in 
macroeconomic performance across countries came quite unexpectedly to 
the mainstream of the profession who thought that liberalization, stabiliza­
tion and privatization should put these economies on a virtuous growth path. 
Economists started taking seriously the idea that the dismal performance of 
the Russian economy and of most of the Former Soviet Union economies in 
the 1990s could be attributed to institutional failure. The transition experi­
ence convinced a large part of the economics profession of the importance of 
institutions as the underpinning of a successful market economy. The Mar­
rakech Congress is a good reflection of the current strength of institutional 
economics as the invited sessions and various of the distinguished lectures 
related to institutional issues. The themes of the Congress also reflect an 
attempt to enrich the analysis of institutions by looking at systems of insti­
tutions, that is, by studying the different institutions forming an economic 
system (political, legal, cultural, social,...) and analysing the interactions 
between institutions. Another important change in economics is the increas­
ing success of behavioural economics. The standard model of rationality is 
being put into question as several of its core components are contradicted by 
a large body of work in psychology. Models of behavioural economics or of 
economics and psychology are introducing change to the standard assump­
tions of Homo Oeconomicus and deriving new predictions about economic 
behaviour. More and more evidence is produced by experimental economics 
about individual and group behaviour, testing standard assumptions about 
rationality but also about game theory. The results of these experiments lead 
to the formulation of new assumptions and behavioural models. These are 
only some of the visible examples of changes in economics but, of course, 
many other changes have also been taking place in many different fields.

The two main themes -  'Understanding the Great Changes in the World' 
and 'New Trends in Economics' -  are the leitmotifs of both volumes containing 
selected papers from the Marrakech Congress. Each chapter reflects either one 
or both of the main themes. Most chapters in the present volume deal with 
three important issues: corruption, development and institutional design.

Corruption, rent-seeking and governance are obviously important issues 
in research on institutions. Jana Kunicova and Susan Rose-Ackerman analyse 
the effect of political institutions on corruption. They distinguish between 
three types of electoral rules: 1. plurality, 2. proportional representation (PR) 
with open lists and 3. PR with closed lists. They argue that under PR, there are 
more collective-action problems for voters and opposition parties to solve in 
monitoring incumbents. Indeed, voting districts are smaller under the plural­
ity rule and this gives voters greater incentive to monitor politicians. Further, 
opposition politicians have more incentive to monitor incumbents under 
the plurality rule because there is clear alternation of governments, whereas
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under PR there is usually a coalition government with changing alliances. On 
top of that, the closed PR list shelters corrupt politicians from punishment by 
the electorate. These hypotheses are confirmed by cross-country regressions 
which also show that presidential countries are more corrupt, as are those 
countries with a federal structure.

In Russia, President Putin has tried to fight corruption while increasing the 
centralization of government. Evgeny Yakovlev and Ekaterina Zhuravskaya 
evaluate the changes that have taken place between the Yeltsin and Putin 
administrations. They focus in particular on state capture, that is, the suc­
cessful influential activities of oligarchs within the state apparatus. As a 
consequence, firms without political influence stagnated and their overall 
productivity, sales and investment declined. This had a negative effect on tax 
collection and on regional small business. What has changed since Putin's 
selective crackdown on the oligarchs? They find no significant change in 
measures of capture and on the negative economic effects of capture. Simi­
larly, in 1999 a law was passed to restrict tax breaks to enterprises -  one of the 
most popular forms of preferential treatment for enterprises. They find that 
the reduction in tax breaks was offset by an increase in preferential subsi­
dies and loans. They also concluded that enterprises belonging to the federal 
government became the most powerful lobbyists.

Mustafa Nabli and Carlos Silva-Jauregui analyse the relationship between 
democracy and its deficit in the Middle East and North Africa (MENA) region. 
There is no question that democracy lagged behind in the MENA region. 
There is a persistent democracy gap. Contrary to what can be observed in the 
rest of the world, there is no correlation in the MENA region between the level 
of income and progress in democracy. The rich oil-exporting countries in par­
ticular have among the lowest democracy scores. Per capita income growth 
in the MENA region has also been low, though not as low as in Sub-Saharan 
Africa. However, the general literature on the link between democracy and 
growth is hardly conclusive and many of its results are either fragile or con­
ditional. While there may have been little democratic progress in MENA 
countries there has been good progress in human development, in partic­
ular in education and health. The authors discuss a battery of governance 
indicators and conditions needed for good governance under democracy. 
Countries like Iraq, Lebanon and Syria that are more fragmented had the 
worst initial conditions for good governance. Oil-producing countries usu­
ally had worse governance indicators. The authors were sceptical that good 
governance might result from non-democratic regimes. On the other hand, 
obstacles to reform were numerous and political-economy factors would tend 
to favour the status quo. One must aim for reforms such as greater economic 
openness, less clientelism, improvements in the legal framework that would 
create a virtuous circle in favour of democratic progress.

The transition countries were obviously those that experienced the 
greatest institutional change with varying results. Klara Sabirianova Peter,
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Jan Svejnar and Katherine Terrell compare the experience of the Czech Repub­
lic and Russia in terms of economic convergence and catching up with the 
technological frontier, where the latter is measured by the estimated effi­
ciency of the top third of foreign firms operating in a country. They found 
the distance from this frontier larger for domestic firms in Russia compared 
to the Czech republic, but that it did not decrease and even increased during 
some periods. They also tested for the spillover effects from foreign direct 
investment. They found that in industries with a greater share of foreign 
firms, domestic firms were falling behind more than in sectors with a smaller 
foreign presence. However, in the Czech Republic this effect weakened over 
time. Interestingly, they also find positive spillovers but in only foreign firms.

Entrepreneurship is a key factor for the successful performance of an econ­
omy. It is a topic that has been under-researched by economists. Simeon 
Djankov, Yingyi Qian, Gérard Roland and Ekaterina Zhuravskaya present 
the results of a pilot study of Chinese entrepreneurs as part of a broader 
international research initiative on the topic. They surveyed entrepreneurs 
and non-entrepreneurs sharing the same age, gender and education distri­
bution. They found that, controlling for these characteristics, entrepreneurs 
were more willing to accept a risk-neutral gamble. The major difference they 
found in terms of family background was that entrepreneurs had nearly three 
times more entrepreneurs in their family or among their childhood friends. 
They were more driven by greed and had different labour-leisure preferences 
from non-entrepreneurs. These variables were highly significant in differ­
ent regressions. Entrepreneurs were also more optimistic about the business 
environment than non-entrepreneurs.

Oded Stark organized a session on immigration policies for the Congress. 
This is an increasingly important policy issue in most continents. In a joint 
chapter with Steve Boucher and Edward Taylor, evidence is provided in favour 
of the 'brain gain' effect. Using data from Mexico, they found that villages 
with migrants have a higher average level of schooling than other villages. 
Moreover, the emigrating workers, in general, have higher skills than the 
domestic workers. However, these findings were valid for migration within 
Mexico. Migration from rural Mexico to the USA does not show positive 
effects on schooling in the villages of migrants. In a chapter with Simon Fan, 
the phenomenon of 'educated unemployment' is analysed, that is, voluntary 
unemployment by highly skilled workers who prefer to wait and search for a 
job offer from a foreign country rather than settling for a domestic job. They 
showed that besides the brain drain usually mentioned in relation to highly 
skilled workers there is a 'brain gain' related to the incentives of individuals 
to acquire higher education. This brain gain may have negative effects in 
the short run -  the phenomenon of 'educated unemployment' -  but in the 
long run the brain gain and the higher level of human capital in the econ­
omy can generate sufficient positive externalities to bring about an economic 
takeoff. In a joint chapter with Alessandra Casarico and Silke Uebelmesser,
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the choice of the optimal immigration policy is analysed in a situation where 
there is asymmetric information about the skill of migrant workers and where 
the destination country can tax migrants. They find that there is a dynamic 
trade-off between selecting high-skill migrant workers, who will pay more 
taxes and incentives of potential migrants to invest in skill acquisition. A 
relatively open immigration policy of a destination country may affect pos­
itively the incentives to invest in skill acquisition in the home country and 
thus benefit the home country despite a brain drain effect. Another chap­
ter by the same authors together with Carlo Devillanova generates the same 
effect in a framework where agents are homogeneous and migration policies 
are set in a non-cooperative way.

Complementarities between institutions was a key factor in understand­
ing regulatory issues. Claude Ménard analyses the case of water utilities. In 
the 1980s, economists recommended privatization of utilities in order to 
reduce or eliminate politicized intervention. Other axes of reform were (i) to 
dismantle monopolies as much as possible in order to induce competition; 
(ii) to allocate exploitation rights via competitive auctions; and (iii) to estab­
lish a monitoring framework and an optimal design for a regulation system. 
In line with the Washington consensus, there was a belief that a 'one size 
fits all' approach to this problem would be fruitful. However, institution­
alist thinking emphasizes the importance of the institutional endowments 
and the cross-country differences in human resources available to implement 
recommended reforms. Institutional endowments are critical because regu­
lation is a governance issue. In the case of water utilities, since water must 
be provided to all citizens, depolitization may not be avoided and must try 
to design the best regulation system that fits local conditions of developing 
countries.

Regulations and institutional design are also the object of the chapter by 
Luis Andrés, Jósé Luis Guasch and Stephane Straub who focus on the perfor­
mance of infrastructure companies. Using data on more than one thousand 
concessions in Latin America between 1980 and 2000 they examine the 
impact of aggregate measures of regulatory quality on the divergence between 
the internal rate of return and the average cost of capital. There is a significant 
impact of overall regulatory quality. Similarly, the presence of independent 
regulators has a negative impact on contract renegotiation and regulators 
appear to act as a barrier against opportunistic behaviour by governments, 
especially in environments of weaker governance. They find that price-cap 
schemes lead to more contract renegotiation. Also, autonomous regulatory 
bodies are associated with reductions in the number of employees.

Finally, Richard Green analyses the evolution of the energy sector in the 
UK which has changed greatly since the privatization policies of the early 
1980s. He emphasizes the strong learning component associated with insti­
tutional changes. Efforts to introduce competition in the privatized gas 
industry did not work immediately. British Gas initially behaved like a
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price-discriminating monopoly and kept out entry by not committing to a 
price schedule for the use of its pipelines and by giving itself the opportunity 
to renegotiate with customers who would be targeted by competitors. A rule 
had to be imposed restricting it from buying more than 90 per cent of gas sup­
plies. Even so, competition initially remained marginal at best. The firm had 
to be split into parts, a process that took a few years. Many changes were also 
operated to the setup of regulatory institutions to avoid collusive tendencies 
(regulatory boards instead of individual regulators) but also excessive rigidi­
ties. It was found that important gains could be achieved by transparency in 
regulation.

O ther topics tha t were the object of invited sessions were published in 
the first Congress volume. These two volumes should be seen as a whole. 
All in  all, we hope that the selection of chapters in these volumes will give 
the readers a snapshot of recent trends in  economics and how they reflect 
im portant changes taking place in the world.
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Electoral Rules and Constitutional 
Structures as Constraints on 
Corruption
Jana Kunicová and Susan Rose-Ackerman*

1 Introduction

Elections serve two functions in representative democracies. First, they select 
political actors who enact public policies in the light of constituents' prefer­
ences. Second, they permit citizens to hold their representatives accountable 
and to punish them if they enrich themselves in corrupt or self-serving ways. 
In other words, elections provide both incentives for politicians to enact cer­
tain kinds of policies and constraints on politicians' malfeasance. In this 
chapter, we focus on the second of these two functions and investigate how 
different electoral systems constrain corrupt rent-seeking, holding constant 
other political, economic and social factors.

We study three stylized categories of electoral rules: plurality/majoritarian 
systems with single-member districts (PLURALITY), and two kinds of propor­
tional representation (PR) systems: closed- and open-list (CLPR and OLPR). 
Under a closed-list system, party leaders rank candidates, and voters only cast 
votes for parties. Under an open list, voters both select a party and rank can­
didates given the party's selection of candidates. In contrast to PR systems, 
voters under PLURALITY rule both cast their ballots for specific candidates 
and elect a single representative from their district of residence.

The control of corrupt political rent-seeking depends both on the locus of 
rents and on whether any actors have both the incentives and the ability to 
monitor those politicians with access to rents. We argue that PLURALITY and 
PR systems differ in two ways. First, the locus of corrupt opportunities dif­
fers. Under PR, the party leadership can more effectively concentrate corrupt 
opportunities in its own hands, so individual legislators have relatively fewer 
rent-seeking opportunities. Under PLURALITY rule, party leadership does not 
have as much power over the individual legislators as in PR systems, so the

* This chapter is a shortened version of Kunicová and Rose-Ackerman (2005). Readers 
are referred to that paper for more extensive citations to the literature and more details 
on the results reported here.
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locus of rents in PLURALITY is more evenly divided between the party leader­
ship and individual legislators. Second, under PLURALITY, the monitoring of 
rent seekers is likely to be more stringent than the monitoring of rent seekers 
under PR.

Although our primary focus is on the methods by which the legislature is 
chosen, we also recognize that a complete model should include other insti­
tutional features of a political system such as the level of individual freedom, 
presidentialism/parliamentarism, federalism, bicameralism, and the strength 
of parties. We examine the interaction between presidentialism and electoral 
rules and include other institutional variables, most notably federalism and 
individual freedom and rights, as controls in our empirical work.

Our research stands at the intersection of two broad literatures: one exam­
ining electoral rules and their effects, and the other attempting to explain 
political corruption. Electoral rules have been shown to affect the incentives 
of political actors to organize and hence the number of political parties, as 
well as the way in which parties and politicians compete for votes, produc­
ing individualistic personalistic versus party-centered systems. Theoretical 
arguments conclude that, in established democracies with national parties, 
PLURALITY rule tends to produce two major parties; in contrast, PR pro­
duces several competing parties. In addition, electoral rules are believed to 
affect party discipline: where politicians have incentives to cultivate a per­
sonal vote, party discipline will be low. We build on these stepping stones. 
We argue that electoral rules help determine the interaction between vot­
ers and organized political actors as well as the dynamic among and within 
political parties. As a result, electoral rules affect the incentives and ability of 
voters and opposition politicians to organize and to monitor the corruption 
of incumbents.

The chapter is organized as follows. Section 2 clarifies what we mean by cor­
rupt political rent-seeking and distinguishes between this type of corruption 
and pork-barrel spending. Then in Section 3 we present our basic theoretical 
argument about the link between electoral rules and corrupt rent-seeking fol­
lowed by Section 4 where we add presidentialism to this framework. We state 
our hypotheses in Section 5, describe the data and methods used to test them 
in Section 6, and in Section 7 present the results of the regression analysis. 
We conclude in Section 8 with a discussion placing our results in the context 
of recent contributions to the literature.

2 Defining corruption

Corruption is an elusive phenomenon that is difficult to capture in a single 
crisp definition. Researchers have made numerous attempts to do so, but each 
has its own problems (Lancaster and Montinola 1997). Our own approach 
views corruption as both a moral and a legal category. We emphasize the 
institutional roots of corruption under the presumption that changes in insti­
tutional structures will change the incentives for self-dealing. We focus on
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the corrupt rent-seeking of elected officials (as opposed to appointed bureau­
crats) in systems that hold periodic elections with a reasonable amount of 
political competition and uncertainty of electoral outcome. We define such 
corruption as the misuse of public office for private financial gain by an elected 
official, a formulation which is now standard in systematic comparative stud­
ies (Rose-Ackerman, 1999). Thus, our topic covers activities that lead to the 
personal financial enrichment of politicians, not cases in which politicians 
themselves make pay-offs to get political support. Our normative view of 
representative democracy holds that elected officials should act as the agents 
of those who have elected them. Thus, by 'misuse' we mean deviation from 
the public official's role as an agent of voters. Voters and politicians partic­
ipate in a principal-agent relationship in which voters entrust their elected 
politicians with various control rights over public resources. Politicians are 
expected to act on behalf of voters and in their best interests in exchange for 
political support. Corrupt rent-seeking occurs if politicians deviate from this 
ideal and renege on these obligations in favour of their personal financial 
interest. An important corollary here is that a corrupt politician, if exposed, 
will be punished by voters in the next poll -  precisely because of having 
reneged on his or her implicit principal-agent agreement with voters. Cor­
rupt rent-seeking is an illicit and covert activity. Furthering the interests of 
one's constituents is not corrupt under this definition although it may have 
undesirable consequences for the system as a whole.

An important complication arises if corrupt rent-seeking goes hand-in- 
hand with actions that favour one's constituents. One could imagine a 
scenario in which a politician accepts secret kickbacks from a company that, 
in turn, promises to build a factory in the politician's home district, or that is 
selected as a contractor on a public works project in the district. These actions 
might be in the interest of the politician's electoral base compared with the 
case of no factory or no public works project. Notice that this example fuses 
two different acts with electoral implications that go in opposite directions. 
'Bringing home the bacon' in the form of job creation and public works in 
one's district surely carries an electoral premium, but illicit payments may 
reduce the constituency benefits of the project. We assume that if a repre­
sentative's corrupt rent-seeking becomes publicly known, it decreases his or 
her popularity and chances for re-election. The acceptance of kickbacks and 
bribes is considered corruption under our definition; engaging in pork-barrel 
politics is an analytically distinct form of activity that is rewarded rather than 
punished by the electorate.

3 Theoretical framework: m onitoring corrupt political 
rent-seeking

Electoral rules affect the probability of detection by shaping the incen­
tives and ability of political actors to monitor corrupt political rent-seeking.
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Figure 1.1 Monitoring corrupt political rent-seeking

Figure 1.1 depicts the oversight relations that are shaped by the electoral rules. 
It includes four types of actors. The first are the incumbent party leaders; the 
second are the individual rank-and-file legislators who are not in the lead­
ership; the third are political opponents, either individuals or parties; and 
the fourth are the voters themselves. The incumbents -  party leaders and/or 
individual legislators -  have opportunities to extract corrupt rents. However, 
they are monitored by the political opposition and by voters, and perhaps, 
by each other.

We specify the objective functions of these political actors as follows. First, 
incumbent politicians, both leaders and rank-and-file, care about individual 
wealth and re-election. They would like to maximize rents without being 
detected, because detection is associated with costs, both monetary (such 
as legal fees or even a prison term) and political (decrease in probability of 
re-election). Second, opposition candidates care about winning office. Their 
chances of winning increase as the chance of the incumbents' re-election 
decreases, so the opposition benefits from revelations of corruption involving 
incumbents. Finally, voters prefer honest elected officials to those who enrich 
themselves through pay-offs. Voters' utility decreases when public resources 
are diverted for private gain. This is, of course, the reason why we assume 
that a corruption scandal lowers the incumbent's chance of re-election. We 
posit that even if bribes are paid in connection with projects that benefit 
voters, voters do not view corruption as a necessary cost of such projects; they 
prefer honestly provided 'pork' to projects whose costs have been inflated by 
corruption. Thus, corrupt pay-offs to politicians are not, in our framework, 
passed through to voters.

The first salient difference between voting systems is the locus of control 
over corrupt rents, that is, the opportunities for private gain. Under CLPR the 
party leaders are very powerful vis-ä-vis the rank and file because they deter­
mine a candidate's ranking on the list. Thus the leadership faces most of the 
opportunities for private gain and can determine how the spoils are divided.
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The rank-and-file party members in the legislature face few individualized 
corrupt opportunities. The situation is similar under OLPR, except that the 
leadership itself may be more divided and unstable. Individual members can 
challenge the leadership by threatening to campaign against them through 
direct appeals to voters.

Compare the situation under PLURALITY rule. Here, individual incum­
bents may gain power within the party because of the strength of their local 
power base or their strategic position within the legislature. Such incum­
bents may be able to demand a share of the rents of political power in the 
form of corrupt pay-offs and/or in 'pork-barrel' projects for their districts. 
Of course, under some conditions individual members have little bargaining 
power because the leadership can replace them with other members in its 
efforts to form a majority coalition. However, at other times the majority 
party may have a slim margin overall or face difficulties getting sufficient 
votes on a particular issue. A member might also be a pivotal vote on a key 
committee or have enough of an independent following to launch an attack 
on the leadership. Individual members can then use their bargaining power 
vis-ä-vis the leadership to get benefits so long as the threat to defect is cred­
ible. The legislators' own preferences for pay-offs or pork will be a function 
of the oversight by voters, the media, and citizens groups, on the one hand, 
and challengers, on the other.

This discussion suggests that in terms of uncovering corrupt rent-seeking, 
monitoring the leadership is relatively more important under PR, and moni­
toring the rank and file is relatively more important under PLURALITY rule. 
Of course, leaders may be able to garner corrupt rents under PLURALITY rule 
as well. Our claim is only that individual legislators have more opportunities 
for rent extraction under PLURALITY than under CLPR. Thus, in PR systems, 
especially closed-list ones, the opportunities for rent extraction are vested 
mainly in party leaders. In PLURALITY they are divided between the party 
leaders and individual representatives.

Monitoring incentives and abilities
Now consider the incentives and ability of political actors to engage in moni­
toring. The oversight relations that interest us are mainly voters' and political 
opponents' monitoring of both party leaders and individual politicians. We 
are not concerned with the overall level of oversight, but with the way the 
electoral system affects monitoring at the margin. In addition, we assume 
both that monitoring is costly and that hiding one's malfeasance is a difficult 
and imperfect process.

Monitoring by voters
As a normative matter, rank-and-file politicians need to be more closely 
monitored by voters under PLURALITY rule than under CLPR because the 
rank-and-file incumbents have more control over rents under PLURALITY
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rule. As a positive matter, we argue that this is what we would expect to 
happen.

Voters' ability to monitor the relevant actors depends on the voters' ability, 
first, to observe malfeasance if it occurs and, second, to organize for over­
sight. Assume that corrupt rent-seeking imposes costs on citizens in terms 
of inflated budgets, low-value public projects, etc. Hence, if voters can iden­
tify corrupt politicians, they will punish them by voting against them at the 
next election. Persson and Tabellini (2000) argue that voting over individ­
ual candidates, as in a PLURALITY rule system, creates a direct link between 
individual performance and re-election. This, in turn, gives incumbents an 
incentive to avoid corruption (Persson, Tabellini and Trebbi, 2003).

However, so far, this argument does not distinguish well between voting 
systems. In CLPR systems, the leadership is also known to the voters. Because 
it is precisely the leadership that needs to be monitored under CLPR, voters 
can identify those politicians most subject to corrupt incentives for personal 
enrichment. Of course, it is not sufficient to identify those who might be 
corrupt. In addition, voters must be able to assess whether the politicians are 
actually engaging in malfeasance. They need to monitor the rank and file 
under PLURALITY and the leadership under CLPR.

Such monitoring should be easier in 'small' districts. By 'small' we do not 
mean district magnitude (the number of representatives elected per district), 
but rather the voting population of the district. Correcting for other factors, 
such as geographical size, voters in a district with a small population are more 
likely to have direct contact with their representative and hence more infor­
mation about the candidates they elect. In addition, as we argue below, they 
will have more incentives to organize for oversight. Yet it is not obvious that 
electoral systems are systematically related to the geographic size of districts. 
Many PR systems have nation-wide districts, whereas PLURALITY systems are 
usually partitioned into geographically compact districts. However, the total 
population size of the country surely plays a role as well in determining the 
size of districts: Large countries such as USA or India are likely to have more 
populous districts than Luxembourg or Slovenia. To test the relative impact 
of these factors, we regressed the average district size in a country on the 
PLURALITY dummy and national population. The coefficients on both the 
PLURALITY dummy and population are highly significant with the expected 
signs: PLURALITY systems are indeed associated with the size of the district, 
controlling for the effect of the total population of the country. Given this 
empirical regularity and holding the freedom of press constant, we would 
expect that information about individual kickbacks to politicians would be 
less readily available to voters in CLPR systems with large districts than in 
PLURALITY systems with smaller districts.

The second argument concerns the incentives of voters to organize to 
provide oversight. Free-rider problems are ubiquitous in political life, and 
the monitoring of corruption is no exception. In general, collective action
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problems among voters should be less severe in small groups than they are 
in large groups. This suggests that citizens in smaller districts, measured by 
number of voters, ought to find it easier to overcome free-rider problems than 
those in larger districts. Holding other factors constant, PLURALITY rule pro­
duces districts with smaller numbers of voters than PR. Thus, overcoming 
free-rider problems may be easier in such systems.

Our discussion of monitoring by voters has so far left out OLPR systems. 
There, as with CLPR, the leadership controls the rents. Yet OLPR shares one 
feature with PLURALITY rule: voters can cast their votes for particular candi­
dates, albeit within a party. However, the first feature of PLURALITY systems -  
relatively small single-member districts -  is absent in OLPR systems. This dis­
ables grass-root monitoring by voters who, in addition, are likely to face 
considerable collective action problems. Furthermore, individual candidates 
are likely to have little say over their party's rent-extraction activities. On 
balance, then, OLPR systems fall in between CLPR and PLURALITY systems.

However, under any electoral system, one may doubt the importance of 
monitoring by voters in constraining politicians' corrupt behaviour. After 
all, even relatively small districts might be large enough for collective action 
problems to arise. However, although this type of monitoring is neither a suf­
ficient nor a perfectly efficient constraint on corrupt political rent-seeking, 
we believe that at the margin it will affect whether or not politicians engage 
in malfeasance. We claim that information about a politician's lifestyle is 
likely to be more easily accessible in smaller districts. Of course, in addi­
tion to direct contact with their representative, voters are informed through 
media and active anti-corruption law enforcement. Although these factors 
account for many uncovered corruption cases, we have no reason to believe 
that the type of electoral system affects the freedom of press or of the 
effectiveness of the prosecutorial system. In this sense, media freedom and 
judicial/prosecutorial competence are outside of our theoretical framework 
although in our empirical specifications we do control for these alternative 
revelation mechanisms.

Monitoring by political opponents
Because voters face collective action problems even in 'small' districts, the 
second piece of the puzzle is particularly important. This is the competitive­
ness of the political system and its impact on the monitoring of incumbents 
by their political opponents. As we noted above, challengers have a direct 
incentive to uncover the malfeasance of incumbents because they increase 
their probability of winning office once the incumbent is discredited. They 
can do this under PR systems by investigating the integrity of party leaders 
and under PLURALITY rule at the district level as well. We argue, however, 
that it is less likely that the opposition will effectively monitor incumbents 
under PR. Our claim concerns the adverse effects of multiple parties and 
coalition politics on monitoring.
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Under PLURALITY rule, coalition governments are unlikely unless many 
regional parties exist. Because the election is an all-or-nothing affair, the 
stakes are high for the challenger. This gives the party out of power an 
incentive to undermine the incumbent's integrity. Under PR, coalitions are 
common, and in many countries parties do not sort themselves into two 
stable blocs. Instead, a party currently in opposition may expect to form a 
coalition with one or more of the incumbent parties sometime in the future. 
If this is so, opposition politicians may want to form a coalition with a party 
currently in power. If so, they have little incentive to expose the corruption 
of politicians whom they might need to collaborate with in the future.

The lack of a clear alternation between fixed groups of parties deters inter­
party monitoring. Furthermore, if a politician uncovers a scandal under 
PLURALITY rule with two parties, the benefits flow to him and his party. 
Under PR, even if the party that uncovers the scandal is especially rewarded 
at the polls for its vigilance and integrity, the scandal provides marginal 
benefits for all opposition parties. This could produce a race in which oppo­
sition parties compete to reveal a scandal, but under plausible conditions, 
everyone may keep quiet if the cost of uncovering malfeasance is high 
and/or if the scandalmonger is punished by being excluded from future 
coalitions.

In short, the impact of competitive politics on the monitoring of corrupt 
rent-seekers may actually fall as the number of parties increases. The number 
of parties is a poor proxy for the intensity of competition, at least with respect 
to the control of corrupt self-enrichment by politicians.

Comparison of electoral systems
Table 1.1 summarizes our arguments about the oversight relations under three 
types of electoral system, holding other factors constant. The table presents 
our claims about the relative incentives and ability of political actors to mon­
itor rent-extraction by politicians. Thus an entry that reads 'strong' means 
stronger relative to the other electoral systems listed.

PLURALITY rule scores the highest of the three stylized electoral systems 
on both incentives and the ability of political actors to monitor rent- 
extraction. Districts with small numbers of voters somewhat mitigate the 
collective-action problems of voters and make it easier for them to observe 
the behaviour of individual legislators -  likely participants in most corrupt 
deals in such systems. At the opposite extreme, under CLPR, collective action 
problems are likely to be more serious, and voters find it difficult to observe 
the behaviour of party leaders -  the primary locus of corrupt deals in CLPR. 
Furthermore, PLURALITY rule will produce opposition parties with higher 
incentives to unveil the corrupt rent-seeking of incumbents than in multi­
ple party regimes. Because OLPR systems share features of both CLPR and 
PLURALITY systems, they occupy an 'intermediate' category in monitoring 
corrupt self-enrichment.
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Table 1.1 Relative 
rent-seeking

incentives and the ability to monitor corrupt political

Voters —► Incumbents 
Mechanism: Accountability; 
Collective action

Opposition -*■ Incumbents 
Mechanisms: Duverger's Law, 
Coalition formation

Incentives Ability Incentives Ability

PLURALITY 
Main locus of rents: 
individual reps.Sc 
party leaders

STRONG STRONG STRONG STRONG

OLPR
Main locus of rents: 
Party leaders INTERMEDIATE INTERMEDIATE WEAK WEAK
CLPR
Main locus of rents: 
Party leaders WEAK WEAK WEAK WEAK

The table omits one monitoring possibility included in Figure 1.1 -  intra­
party oversight. This can involve both rank-and-file monitoring of leaders 
and leadership monitoring of the rank and file. Such monitoring is unlikely to 
be a sufficient constraint on corrupt rent-seeking under any electoral system. 
The basic problem is collusion. If there is little outside monitoring by voters, 
opponents, or other aspects of civil society, leaders can collude with the rank 
and file to share corrupt rents. Internal party whistle-blowers can arise, but 
without external monitors, this is likely to be a risky role to play even under 
PLURALITY rule.

To conclude, we predict that PLURALITY rule voting will do a better job 
at controlling corrupt political rent-seeking than PR, especially CLPR. The 
cost of PLURALITY rule may be a political system that focuses on providing 
benefits to narrow ranges of constituents in key districts, but that is simply the 
consequence of the more individualized nature of politics. Under PLURALITY 
rule, corrupt opportunities for personal gain will be concentrated in just those 
political actors who are best able to be monitored by voters, and the two-party 
system that frequently results will give opponents an incentive to uncover 
scandals at any level.

4 Presidential and parliamentary systems
Opportunities for corruption are enhanced by centralized control over gov­
ernment. Then those with power can, if they wish, create rent-seeking oppor­
tunities with little oversight inside government. In particular, a president 
who controls the executive branch has rent-creating possibilities that can be
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used for personal gain. In a presidential system, the leaders of the legisla­
tive parties are less powerful than under a parliamentary system (Shugart, 
1998; Mainwaring, 1995). They must negotiate with the president to pass 
legislation and do not control the rents that arise within the executive.

Because of the president's undivided power over many sources of rents, 
diverting them for personal gain is likely to be easier than in a more collegial 
system of cabinet government. The president can also create additional rents 
through executive action. In spite of the legislature's incentive to monitor the 
president, his fixed-term office gives him considerable leeway subject only to 
the threat of impeachment. The legislature has no instrument similar to the 
vote of no confidence in parliamentary systems. Of course, legislatures do 
try to restrict presidential freedom, but their control is less direct than that 
exercised by a parliament over the Cabinet in a parliamentary system. In addi­
tion, in most presidential systems, US-style checks and balances are absent, 
and presidents tend to have extensive legislative and non-legislative powers. 
This is not inherent in the nature of presidential systems but is an empirical 
reality. Using a large cross-section of countries, Kunicová (2005) shows not 
only that presidentialism per se is associated with higher corruption, but also 
that the more extensive the president's powers, the greater the corruption. 
Thus, monitoring of the executive by the legislature is, in principle and in 
practice, more difficult in presidential systems than in parliamentary ones.

Presidents frequently need to cooperate with the legislature to get policy 
initiatives passed. A corrupt president may seek to enact statutes that incor­
porate rent-generating opportunities that can be exploited for personal gain. 
To pass such laws, however, the president needs to bargain with the legisla­
ture. In such cases, electoral rules affect the strength of legislative parties and 
their bargaining power in dealings with the President.

Theoretical claims about electoral rules and party strength have two prongs. 
First, as discussed above, parties are stronger under CLPR than under PLU­
RALITY rule. Second, parties are weaker in presidential systems than in 
parliamentary systems because in the former they do not need to organize 
themselves to form a government (Mainwaring, 1995; Shugart, 1998). Taken 
together, these arguments imply that parties will be weakest in presiden­
tial systems with PLURALITY-rule legislatures and strongest in parliamentary 
systems operating under CLPR. The other two possibilities fall somewhere 
between the extremes.

The relation to the expected level of corrupt rent-seeking is complex. On 
the one hand, we expect presidential systems to generate more opportunities 
for corrupt enrichment than parliamentary systems that use similar voting 
rules for the legislature. On the other hand, we expect that CLPR systems 
will have greater levels of corrupt rent-seeking than PLURALITY systems. 
The combination of CLPR and presidentialism is likely to create unfortunate 
synergies.
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Under CLPR, the president can form an alliance with the party leaders to 
share rents at relatively low transaction costs because the rank and file does 
not have to be included. Even if the parties are somewhat weaker than under 
a parliamentary system, they still control their members. In contrast, if a 
president faces a PLURALITY-rule legislature whose parties are weak, he may 
have to bargain with a multitude of individual members in order to form 
an alliance. Any alliance will be difficult to form in the first place because 
of the number of legislators involved. Furthermore, it may be difficult to 
sustain if marginal members threaten to defect. Even rank-and-file members 
of a party that is nominally allied with the president have an incentive to be 
'integrity entrepreneurs' to enhance their own reputations. This discussion 
suggests that the greater opportunities for corrupt rent-seeking created by 
presidentialism should be especially evident in CLPR systems. OLPR ought 
to be an intermediate case.

To complete the argument, consider the possibility of monitoring by voters 
and opposition politicians. These groups have an incentive to monitor the 
president, but their ability is limited. For voters, the situation is similar to 
that of their monitoring of party leaders -  the collective action problems are 
large in nation-wide districts and evidence of corruption is hidden in public 
contracts and individualized decisions that are hard to monitor. In contrast, 
legislators from parties different from the president's do have an incentive 
to monitor, and if they control the legislature, they may have the power to 
enact laws that constrain the president. The issue is then whether the role 
of opposition parties ought to differ between PR and PLURALITY systems. 
The problem for a corrupt president is not simply to get a majority behind the 
corrupt initiative, but also to ensure that minority legislators do not blow the 
whistle to enhance their own political standing with the voters. It appears 
that what matters in presidential bargaining with the legislature is not the 
number of parties that the president needs to work with, but the extent to 
which these parties are capable of voting as unified blocs. In this sense, CLPR 
seems to be most conducive to corrupt deals.

5 Hypotheses
From our discussion above, we derive the following two hypotheses:

HI Existence of a relationship between electoral rules and corruption. Ceteris 
paribus, we expect CLPR systems to be the most corrupt, followed by OLPR, 
and then PLURALITY systems.
H2 Interaction effects. Ceteris paribus, presidential PR systems are expected 
to be more corrupt than their parliamentary counterparts. We predict that 
CLPR presidential systems will be especially corrupt relative to other types 
of government structures.
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6 Data, measurement and econometric methods
Our empirical tests use cross-country data that characterize countries in terms 
of the level of corruption and the legislative selection mechanism. To this 
basic data we add information on whether a separately elected president exists 
and include other background political and economic variables.

Corruption data
Cormption is necessarily difficult to define, systematically observe and mea­
sure. However, several indices attempt to capture the abuse of political and 
bureaucratic power across countries. We rely on the Control of Corruption 
Index (CORRWB), also known as GRAFT, compiled by the World Bank (Kauf­
mann, Kraay, and Zoido-Lobaton, 1999). This index includes estimates for 
124 countries using data similar to that used by Transparency International 
(TI) which has published its annual CPI ranking of countries since 1995 
(Lambsdorff, 2005). Both TI and the World Bank aggregate surveys of per­
ceived corruption across countries based on the views of business people, 
risk analysts, investigative journalists and the general public. Specifically, 
the focus is on kickbacks in public procurement, the embezzlement of public 
funds, and the bribery of public officials. Although the two indices are highly 
correlated, we prefer CORRWB because it covers a larger number of countries 
and is a 'second-generation index' in terms of aggregation methodology. It 
uses an unobserved components model to aggregate up to thirty surveys in 
1997-8. This model expresses the observed data as a linear function of unob­
served corruption plus a disturbance term capturing perception errors and 
sampling variation in the indicator. The model allows one to compute the 
variance of this disturbance term, which is a measure of how informative the 
index is. The point estimate of control of corruption is the mean of the condi­
tional distribution of CORRWB given the observed data and ranges between 
-2.5 (most corrupt) and +2.5 (least corrupt). The variance of this conditional 
distribution provides an estimate of the precision of the CORRWB indicator 
for each country.

The indices measure overall perceptions of public-sector corruption in a 
country, but our interest is only in rent-seeking corruption by politicians. 
Ideally, we would prefer a more precise measure of political, as opposed to 
bureaucratic, corruption. Unfortunately, only one of the component surveys, 
the Gallup International, distinguishes between political and administrative 
corruption, and it has very limited country coverage. However, as reported 
in the TI CPI Framework Document, the correlation between the assessments 
of political and bureaucratic corruption is 0.88. Transparency International 
considers this a justification for 'blending political and bureaucratic corrup­
tion, because there is no strong evidence that countries differ in prevalence of 
one type of corruption over another' and claims that 'the extent of political 
corruption is well-represented by these data' (Lambsdorff, 1998). The same
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argument can also be made for CORRWB, because it shares the same sub­
stantive characteristics as the CPI. Furthermore, the survey respondents are 
mostly people who would be particularly familiar with high-level corruption, 
most of which will involve top political actors even if it occurs within the 
executive branch.

Institutional data
Our theoretical model concentrates on the distinction between three broad 
and stylized electoral rules: PLURALITY, CLPR and OLPR. The electoral system 
variables are derived from the World Bank's Database on Political Institutions 
(DPI 2a) as described in Beck etal. (1999). We also check the robustness of our 
results by using a measure of party-centrism developed by Seddon, Gaviria, 
Panizza, and Stein (2003) and by substituting for our dummies the proportion 
of lower-house seats elected by CLPR.

The original dummy variables PLURALITY and CLPR and OLPR, taken from 
DPI 2a for a cross-section of countries in 199 7, have a non-empty intersection. 
In most cases, this reflects the fact that some bicameral systems use PR for one 
house and PLURALITY for another, or that there are mixed electoral rules in a 
unicameral legislature. We create mutually exclusive categories, PLURALITY, 
CLPR, and OLPR, by considering which electoral rule elects the majority of 
representatives in the Lower House. To see if the group of 'hybrid' electoral 
systems is different from the 'pure' ones, we construct two dummy variables, 
PRMIXED and PLUMIXED. The former takes the value one when a system that 
we have characterized as PR also has plurality elements. The latter takes the 
value one whenever a system labelled as PLURALITY has some PR features. 
There are fourteen countries in each of these categories.

We consider two alternatives to our main explanatory variables. First, we 
employ the index of particularism (PARTICULARISM). It is designed to be 
an 'indicator of the degree to which individual politicians can further their 
careers by appealing to narrow geographic constituencies, on the one hand, 
or party constituencies, on the other' (Seddon, Gaviria, Panizza, and Stein, 
2003). The index is based on the seminal work by Shugart and Carey (1992).

The second alternative to simple electoral system dummies is CLSHARE, 
a variable that, first, distinguishes between systems where CLPR dominates 
and all others, and, second, reflects the strength of CLPR in those systems 
where it is the dominant rule. Thus the variable is 0 for all systems we classify 
as PLURALITY and OLPR and takes on values greater than .5 and less than or 
equal to one for countries in our CLPR category, that is, those that elect at 
least half of their legislatures using CLPR. It is obtained by interacting PLIST 
from Persson, Tabellini, and Trebbi (2003) with the CLPR dummy. Thus, for 
those that have a share of CLPR that is less than half, for example, Albania 
and Armenia, CLSHARE takes the value of zero.

To test for interaction effects between electoral rules and presidentialism, 
we employ a presidential dummy (PRESIDENT). PRESIDENT is derived from
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DPI 2a and takes the value 1 if the system has a directly elected president 
independent of the legislature and 0 otherwise. We interact PRESIDENT with 
the electoral rules dummies to obtain mutually exclusive categories CLPRES, 
OLPRES, PLPRES, CLPARL, OLPARL, and PLPARL.

Control variables
We control for o ther institutional and background conditions. Theoretical 
work on federalism is inconclusive. On the one hand, a more decentralized 
system m ight make m onitoring easier for voters. On the o ther hand, local 
politicians may be able to  wield m onopoly power over voters, especially in 
systems w ith a history of local political or econom ic fiefdoms. Recent em pir­
ical work has found that, on balance, federal systems are more corrupt th an  
unitary  systems (Treisman, 2000). Thus, we include federal structure as a 
control variable. The dum m y (FEDERAL) is taken from DPI 2a; it has the 
value 1 if there are autonom ous regions w ith extensive taxing, spending, 
and regulatory authority.

To control for economic development, we use the log of averaged 
GDP per capita (GDP), 1995-7 (World Bank, 2001). We also control 
for other aspects of the political system that may influence the level 
of corruption -  such as political rights and liberties. Freedom House 
(FREEDOM) provides a measure of these factors (consult http://www. 
freedomhouse.org/research/freeworld/2000/methodology.htm). Its index is 
a composite of several aspects of personal and economic freedom, including 
freedom of the press, an aspect of public life that is particularly relevant to 
the control of corruption. We averaged the years 1992/3 to 2000/1; the index 
takes values from 1 (free) to 7 (least free). Because we are only interested in 
democracies, we exclude from our sample those countries that score 5.5 or 
higher on this index even if some of these countries have formal electoral 
institutions.

Although we consider GDP per capita and the Freedom House index to be 
the most important background controls, we also experimented with a larger 
set of economic, cultural and social variables that were shown to influence 
corruption by other studies. These results are reported in Kunicová and Rose- 
Ackerman (2005); the addition of these variables did not change the results.

Econometric methods
Each country's CORRWB,· index has a different conditional variance, which 
makes our data set heteroscedastic by definition. Because standard errors 
are reported for each country estimate, we employ weighted least squares 
(WLS) to correct for this problem, using the inverse of the standard error 
of CORRWBi as analytic weights. To check the robustness of our results, 
we also ran all our models using OLS with White-corrected standard errors. 
The results we report below were not materially affected (see Kunicová and 
Rose-Ackerman, 2005).

http://www
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In testing HI, we use PLURALITY as an excluded category and examine 
the coefficients on CLPR and OLPR as well as the marginal impact of intro­
ducing mixed electoral elements; significant negative coefficients on CLPR 
and OLPR mean that these systems lead to more corruption than PLURAL­
ITY. CLPR includes many more cases than OLPR. Therefore, we test whether 
a potentially insignificant coefficient on OLPR means that OLPR is closer 
to PLURALITY than CLPR, or that there are simply not enough cases to 
determine its effect.

Testing H2 requires employing 'interaction terms' between electoral rules 
and presidentialism. However, because we are dealing with categorical vari­
ables, we simply divide our sample of countries into six mutually exclusive 
categories (CLPRES, OLPRES, PLPRES, CLPARL, OLPARL, and PLPARL) and use 
plurality-parliamentary systems (PLPARL) as a benchmark group that should 
be least corrupt according to our theory.

Finally, although we used WLS and OLS with robust standard errors to 
correct for heteroscedasticity, further regression diagnostics are warranted 
to identify influential observations and outlying cases. For each of our 
three hypotheses, we select a representative model and examine influential 
observations that influence the intercept (studentized residuals), regression 
coefficient, or the model as a whole.

7 Empirical results
The empirical results are mostly consistent with our theoretical claims. 
Regression diagnostics demonstrate that the results are not unduly influenced 
by influential observations or outlying cases.

HI: the relationship between electoral rules and corruption
Table 1.2 reports the results of the four models that we used to test HI. 
Model 1 is a benchmark regression without any institutional structure. It 
shows that GDP and FREEDOM alone explain 68 per cent of variation in COR- 
RWB on a sample of 93 countries. Adding electoral rules, presidentialism, and 
federalism explains an additional 8 per cent of variance. Most importantly, 
CLPR, PRESIDENT, and FEDERAL all have negative coefficients significant at 
a 10 per cent level or better. The coefficient on OLPR also has the right sign, 
is smaller than the coefficient on CLPR, but just misses significance. How­
ever, a post-estimation test reveals that we cannot distinguish it from CLPR. 
Therefore, on the basis of Model 2 we can only claim that PR systems are 
more corrupt than PLURALITY. In addition, mixed systems that add some 
degree of 'PR-ness' to PLURALITY are also significantly more corrupt than 
pure PLURALITY systems. In fact, the coefficient is similar to that on CLPR, 
suggesting that the anti-corruption benefits of PLURALITY rule only hold in 
relatively pure cases. In contrast, the other type of mixed system cannot be 
distinguished from a full-scale PR regime.
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Table 1.2 HI: Electoral rules and corruption

Model 1 
Coeff

Model 2 
Coeff

Model 3 
Coeff

Model 4 
Coeff

CLPR

OLPR

PLU-MIXED

PR-MIXED

PRESIDENT

"*-0.39
(0.14)

-0.29
(0.18)

***-0.44
(0.16)

-0.08
(0.15)

***-0.33 *-0.25 *-0.23

FEDERAL
(0.12)

*—0.32
(0.12)

***-0.42
(0.14)

***-0.43

PARTICULARISM

C-PARTICULARISM

CLSHARE

GDP *"0.59

(0.17)

***0.54

(0.14)
"0.21
(0.09)

-0.30
(0.26)

***0.47

(0.16)

*-0.31
(0.15)

*"0.64
(0.07) (0.07) (0.07) (0.08)

FREEDOM *"-0.20 ***-0.22 ***-0.27 ***-0.17
*(0.06) (0.05) (0.06) (0.06)

Intercept ***-4.31 ***-3.28 ***-2.8 "*-4.44
(0.72) (0.69) (0.77) (0.86)

Adj. R-sq. 0.68 0.76 0.78 0.80
Obs. 93 93 93 67

Notes: Dependent variable: CORRWB. Estimation: weighted least squares.
Weights: inverse of standard errors of CORRWB.
Significance: **' for p < .01; for .05 >p  > .01; * for .10 > p  > .05 (2-tailed tests).

Model 3 tests the robustness of our results, replacing our electoral rule 
dummies by an interval measure of individual-versus-party-centrism of the 
electoral system, proxied by the index of particularism (PARTICULARISM). 
We find PARTICULARISM to be positively significant which is what we expect 
because it is inversely related to 'PR-ness'. In comparison to our attempt to 
distinguish different types of systems along one basic dimension -  electoral 
rules, the PARTICULARISM variable includes many more features of electoral 
systems that make them more party-centred. Because the aggregation method 
of the PARTICULARISM index requires many judgments that make the index 
difficult to interpret, we prefer our electoral dummies that provide a sim­
ple, more transparent measure of electoral structure. The additional control 
variable, C-PARTICULARISM, measures the proportion of elected legislators
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considered in the PARTICULARISM index (see Seddon, Gaviria, Panizza, and 
Stein, 2003). We are encouraged that an alternative effort to measure the 
power of political parties across electoral systems produces consistent results.

Finally, Model 4 replaced the electoral dummies with CLSHARE. This also 
proves to be a good proxy for the electoral system dummies used in Model 
2. Its main drawback is the fall in the number of data points from 97 to 67. 
Running Model 2 with the countries in Model 4 produced consistent results. 
Thus it appears that not much additional value is added by using CLSHARE 
instead of the dummies.

On balance, these results strongly suggest that PR, federalism, and presiden- 
tialism increase corruption holding other factors constant. What can be said 
about the magnitude of these effects? Model 2 allows the following numeric 
experiments. If we compare a country using plurality rule to one with CLPR, 
the World Bank corruption control index would be .39 higher in the former; 
this is about .41 of CORRWB's standard deviation. For the sake of comparison, 
this is about the same effect as an increase in GDP per capita to about 49 per 
cent of its current level. Although this hypothetical experiment needs to be 
taken with several grains of salt, it does suggest that the relative magnitude 
of the effect of electoral rules on corruption is rather large when compared 
to the effect of economic development. Yet the effect of electoral rules seems 
to be smaller than that of other institutional factors such as federalism and 
presidentialism.

Interaction between presidentialism and electoral rules
Table 1.3 reports the results obtained by interacting presidentialism with 
electoral rules. The most important result here is that presidentialism inter­
acts with PR to produce a particularly corruption-prone political system. 
Model 1 uses PLPARL (that is, Westminster democracy) as a benchmark 
category, which we expect to be the least corrupt. The tests confirm our pre­
dictions. All five remaining categories (CLPRES, OLPRES, PLPRES, CLPARL, 
and OLPARL) have negative signs. Only CLPRES, however, is statistically sig­
nificant, together with PLUMIX, federalism and the background controls. 
Post-estimation tests show that all coefficients, except OLPRES, are differ­
ent from CLPRES. However, the coefficients on CLPARL and OLPARL are not 
statistically different from each other. Therefore, in Model 2, we use all parlia­
mentary systems as a benchmark category. Post-estimation tests once again 
reveal that we cannot distinguish the coefficients on CLPRES and OLPRES. 
PLPRES is different from CLPRES (the difference is significant at 0.01 level), 
but it is not significantly different from the base case. Similar to HI, the 
same results hold when we include a large set of controls. These results sug­
gest that the real problem is not the voting system viewed in isolation but 
is, instead, the interaction between proportional representation and pres­
identialism. The voting system produces powerful party leaders who are 
difficult to monitor and permits corrupt interactions to occur between them
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Table 1.3 H2: The interaction effects: electoral rules and 
presidentialism

Model 1 
Coeff

Model 2 
Coeff

CLPRES ***-0.67 ***-0.58
(0.16) (0.13)

OLPRES -0.26 -0.18
(0.36) (0.35)

PLPRES -0.22 -0.17
(0.15) (0.14)

CLPARL -0.17
(0.19)

OLPARL -0.14
(0.19)

PLUMIXED **-0.39 **-0.33
(0.15) (0.14)

PRMIXED -0.12 -0.14
(0.15) (0.14)

FEDERAL *-0.30 *-0.30
(0.17) (0.17)

GDP ***0.53 ‘**0.52
(0.07) (0.07)

FREEDOM ***-0.21 ***-0.20
(0.05) (0.04)

Intercept ***-3.33 ***-3.44
(0.70) (0.68)

Adj. R-sq. 0.75 0.75
Obs. 94 94

Notes: Dependent variable: CORRWB. Estimation: weighted least 
squares. Weights: inverse of standard errors of CORRWB. 
Significance: ***forp<.01; " fo r  .0 5 > p > .0 1 ; ’ for ,1 0 > p > .0 5  (2- 
tailed tests of significance).

and directly elected presidents in systems with weak popular and political 
control.

8 Discussion and conclusions
The choice of electoral rules can influence the level of political corruption. 
Under our theoretical framework, PR systems are more susceptible to cor­
ruption relative to PLURALITY systems because PR leads to more severe 
collective action problems for voters and opposition parties in monitoring 
corrupt incumbents. Closed party lists weaken the link between re-election
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and performing well in office. We have also hypothesized the existence of 
interaction effects between electoral rules and presidentialism. Our empiri­
cal findings support our theoretical hypothesis that PR systems, especially in 
conjunction with presidentialism, are associated with higher levels of cor­
ruption. The most important route by which CLPR seems to produce high 
levels of corruption is through its interaction with presidentialism.

How do our findings compare to those of other scholars who have explored 
related questions empirically? Lijphart (1999) argues theoretically that con­
sensus democracy (a term that subsumes PR systems) should constrain 
corruption, but empirically he finds consensus democracies to be more cor­
rupt. However, the coefficients are not significant in his bivariate regression 
covering 36 countries. Our findings, with significant coefficients in the same 
direction, are based on a much larger sample and include relevant controls. 
Thus, we reject Lijphart's hypothesis with more force than his own empirical 
findings. However, it may well be that 'consensus democracy' is simply an 
overly aggregated measure. For example, although PR systems are more con­
sensual than plurality systems, presidential systems are less consensual than 
parliamentary ones. Lijphart's theory would predict that presidential systems 
ought to be more corrupt, which we indeed find. Finally, we show that federal 
or decentralized systems are more corrupt, which again goes against Lijphart's 
expectations.

A more recent empirical study of political institutions and corruption by 
Persson and Tabellini (2003) has both better country coverage and more 
econometric sophistication than Lijphart's work. Although we reach a simi­
lar basic finding concerning the greater corruption of PR systems, we make 
the opposite predictions about presidentialism. Persson and Tabellini expect 
presidential systems to be less corrupt due to their competitive nature and 
to checks and balances, but they cannot confirm this prediction empirically, 
except on a subset of old democracies. US-style checks and balances may 
indeed have a constraining effect on corruption, especially in well-established 
democracies, but we argue that checks and balances are not a representa­
tive, let alone fundamental, feature of presidential systems. Once new and 
fragile democracies are included in the sample, presidentialism becomes a 
significant predictor of higher corruption levels, controlling for major eco­
nomic, political and social background factors. Theoretically, we have traced 
this relationship back to more fundamental and prevalent characteristics of 
presidentialism, such as fixed terms in office and legislative bargaining pat­
terns, and we argue that these make presidential systems structurally more 
susceptible to corruption.

Our work further differs from Persson and Tabellini (2000, 2003) in our 
treatment of proportionality and mixed systems. Persson and Tabellini argue 
theoretically that the channels through which proportionality leads to higher 
corruption are the percentage of representatives elected on party lists and 
district magnitude. Their findings suggest that the systems that constrain
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corruption best are those that both have no representatives elected on party 
lists and have large districts. Of course, in practice, such systems do not exist. 
The analytical problem here is that district magnitude and the percentage 
of legislators elected on party lists are not independent variables but rather 
move together in opposite directions as the system moves from proportional 
to majoritarian.

Our findings about mixed systems help one to understand these two con­
tradictory tendencies. We show that adding some PR to plurality systems 
substantially increases corruption (PLU-MIXED), while adding some plural­
ity to PR systems has no effect (PR-MIXED) (Table 1.2 Model 2). PLU-MIXED 
systems increase the proportion of politicians elected on party lists, which is 
bad for corruption control because, we argue, it increases the power of party 
leaders and raises monitoring costs. PR-MIXED systems lower the percentage 
of members elected on party lists while retaining high district magnitudes. 
Compared to pure PLURALITY systems, this should be good for corruption 
control according to Persson and Tabellini, but it has no effect according to 
our results.

Clearly, from the point of view of proposing reforms, more work should 
be done on the causal variables to discover if any of them can be treated 
as separate foci of reform in an otherwise unchanged electoral system. The 
results reported here are essentially reduced form econometric results that 
demonstrate an association that is consistent with our underlying story. An 
empirical exploration of the underlying causal mechanisms is a logical next 
step in this line of research and should help sort out the conflicting causal 
stories.

We have treated electoral systems and other aspects of government struc­
ture as exogenous and studied their impact on corruption. However, in 
practice, electoral rules are themselves chosen by political actors who may be 
concerned to limit or restrict corruption. In most cases, today's corrupt indi­
viduals did not design the structure of government under which they operate. 
Nevertheless, one can ask if the empirical regularities we find could have been 
self-consciously produced by politicians who are more or less concerned with 
their ability to extract rents from the state. The fact that all democracies have 
not converged on a single equilibrium constitutional form and set of electoral 
rules suggests either that the goals of political actors differ or, as is likely, that 
the functions served by government institutions go far beyond the control (or 
encouragement) of corruption. For example, although the empirical analysis 
dealt with corruption, we raised the possibility that there may be a trade­
off between systems that provide targeted benefits to narrow constituencies 
and those that foster corruption. The design of constitutional structures 
and electoral rules is a balancing act that has produced a wide range of 
solutions.
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2
State Capture: From Yeltsin to Putin
Evgeny Yakovlev and Ekaterina Zhuravskaya

1 Introduction
In this chapter we attempt to assess the results of Putin's centralization 
and anti-corruption measures on the overall level of state capture in the 
Russian regions as well as on the balance of power between different inter­
est groups. We proceed by, first, describing the results of previous research 
on state capture in Russia's regions during Yeltsin in Section 2 and, then, 
analysing the changes in the nature and the level of state capture during 
Putin's adm inistration in Section 3. Section 4 concludes.

2 State capture during Yeltsin's governance1
After the collapse of the Soviet Union a new force emerged in Russia, which 
was to affect the country's economy and politics. The name of this force was 
oligarchy. A large-scale privatization of state assets at the beginning of the 
1990s, which led to a growth in income inequality, was combined with weak 
legal and political institutions, a legacy from communist times. The fragility 
of democratic institutions and the state's poor accountability to the pub­
lic made the governments in Russia easily susceptible to 'capture' by the new 
wealth. Politically powerful firms influenced the very rules of the game in the 
economy: they created obstacles to the emergence and development of com­
petitive businesses and changed the direction and speed of economic reform. 
The 1999 BEEPS survey confirmed that state capture was deeply rooted in the 
economic and political processes of the country: in the composite index of 
state capture among 20 transition countries Russia ranked fourth.

At the same time, decentralization brought Russian regions a greater auton­
omy and the opportunity to pursue their own economic policies. Regional 
economic policies and, in particular, their susceptibility to capture varied sig­
nificantly depending on industrial concentration, level of education, voter 
awareness, etc. The study by Slinko, Yakovlev and Zhuravskaya (2005) cre­
ates a measure of state capture in the Russian regions based on Russian
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legislation during the period 1992-2000, and evaluates the effects of capture 
on politically influenced firms. The authors show that politically power­
ful firms benefit greatly from their political influence. Compared to firms 
without political influence, powerful firms' sales and employment grew 
faster; they invested more and received greater profits, and besides, their 
performance picked up with the growth of capture.

Although there is no evidence that capture had a significant impact on 
aggregate economic growth, the study shows that the rest of the economy 
suffered from state capture by powerful elites:

• firms without political influence stagnated, and their productivity, sales 
and investments declined with the increase in capture;

• regional small businesses deteriorated, their share of employment and 
retail turnover went down with the growth in capture;

• regional budgets were negatively affected as tax collection decreased and 
arrears to the budgets increased with an increase in the level of state 
capture.

Many different interest groups competed for influence over the state insti­
tutions at the regional level. Which has been the most effective captor of the 
Russia's regional states? Studies which have looked at this question are scarce 
mainly due to the lack of enterprise-level data related to politics. According 
to these studies, a firm's political power is determined by a firm's size, both in 
terms of cash (and ability to bribe) and employment (social significance),3 as 
well as ownership structure. Frye (2002) shows that Russian state-owned firms 
were engaged in state capture at least as much as private firms. Since the state 
did not exercise tight control over state-owned firms, these firms' managers 
appropriated both control and cash flows for their private benefit. Yakovlev 
and Zhuravskaya (2004) showed that enterprises, which belonged to foreign 
or regional private owners, were more likely to be captors whereas enterprises 
owned by federal private oligarchs were less likely to be captors. They also 
showed that enterprises, which were members of larger financial-industrial 
groups or members of groups that had engaged in loans-for-share schemes 
were more effective captors. As for industrial structure, the World Bank study 
(2000) shows that enterprises, operating in natural resource sectors, extract 
more rents and so are more likely to be captors.

3 State capture under Putin

All empirical studies of state capture so far have examined the phenomenon 
during the first eight years of Russian capitalism, that is, during Presi­
dent Yeltsin's term in power. It is widely accepted, however, that there has 
been a big shift in the relationship between the state and business dur­
ing President Putin's first and second terms. A number of the richest and 
most famous Russian businessmen found themselves behind bars or in exile
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abroad. Further, the process of centralization, which might eventually reduce 
local capture, has been initiated. Do these factors lead to a decrease of capture 
and redistribution of power to new winners?

3.1 Data, methodology, and measures
Our analysis uses an extended version of the data on preferential treatments 
of large firms by regional legislation from Slinko, Yakovlev and Zhuravskaya 
(2005). For the analysis, we supplement these data with the data on firm- 
ownership structure from Guriev and Rachinsky (2005). These two data sets 
are described in detail below. Basic financial and other statistical data on 
enterprises come from the GNÓZIS data set which covers more than 30,000 
large and medium-sized firms between 1992 and 2003. The compilation 
of data from all of these sources results in a data set with 301 firms in 72 
Russian regions. Region-level statistics come from Goskomstat, Russia's offi­
cial statistical agency (http://www.gks.ru/catalog/default.asp). For the most 
part, Goskomstat's regional series are available for 1996-2000, but some (for 
example retail turnover) start in 1992.

The preferential treatment data
The database from Slinko (2005) contains all preferential treatment between 
1992 and 2000 given by regional legislators and regulators to 978 firms in 
Russia. Firms were chosen on the basis of being among the five largest firms 
at least once between 1992 and 2000 in any Russian region. An enterprise 
was said to be treated preferentially if it received any of the following ben­
efits: tax breaks, investment credits, subsidies, subsidized loans and loans 
with a regional budget guarantee, official delays in tax payments, subsidized 
licensing, free grants of state property, or a special 'open economic zone' 
status for their territory. The number of regional laws and regulations that 
granted distinct preferential treatments to each firm in the sample for every 
year collected. The source of the information about preferential treatments is 
the comprehensive database of Russia's regional legislation 'Consultant Plus' 
(www.consultant.ru/Software/Systems/RegLaw).

We extend these data by adding observations for up to 2003 and a sub­
sample of firms that were among the five largest in terms of sales in 72 regions 
for the period from 2001 to 2003. In total, the resulting data set contains 
preferential treatments for 1065 firms for the years from 1992 to 2003.

Ownership data set from Guriev and Rachinsky (2005)
Ownership data that we start with are described by Guriev and Rachinsky 
(2005) as follows:

The [ ] project identified the structure of control for about 1,700 large firms 
in 45 sectors of Russian economy...[ ] The sectors were selected based on 
their size in order for the survey to cover as large a portion of the economy

http://www.gks.ru/catalog/default.asp
http://www.consultant.ru/Software/Systems/RegLaw
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as possible...[ ] The next stage was to target the largest establishments and 
firms within the sectors. In industry, for example, our firms represented 
35 per cent of employment and 85 per cent of sales for the selected sec­
tors. Finally, economists and business journalists interviewed investment 
banks, consultancies, business advisers, information agencies and other 
institutions. They identified the main controlling owners of each firm 
and the portion of the firm they owned as well as any subsidiaries owned 
by the firms. This in turn generated new sets of firms to be investigated -  
subsidiaries and corporate owners. A chain would step downward when 
a firm owned no subsidiaries and would step upward when an 'ultimate 
owner' or 'controlling party' was identified. The data were checked and 
supplemented with publicly accessible information, (p. 132)

We follow the methodology described in Slinko, Yakovlev and Zhuravskaya 
(2005). Thus, state capture is measured as the concentration of preferential 
treatments in the region; and a firm's political influence is measured as a share 
of preferential treatments given to the firm in the total number of preferential 
treatments in the region. Figures 2.1a and 2.1b present the level of state cap­
ture (average across time concentration of preferential treatments) in Russian 
regions during President Yeltsin's second term and Putin's first term in power.

3.2 Has the overall level of state capture decreased under Putin?
In contrast to Yeltsin's time, which was notorious for the accumulation of 
power in the hands of oligarchs, Putin's presidency has been characterized 
by open fights with the most famous of them: Berezovsky, Gusinsky, Khodor­
kovsky, and Lebedev. In addition, Putin attempted a centralization process, 
restricting autonomy of regional political elites and moved political and eco­
nomic power from the regions to the federal centre.4 A new tax law, which 
restricted the use of individual tax breaks, was adopted, as well as a num­
ber of other laws, aimed at easing the burden of business regulation.5 A 
new anti-corruption campaign was launched and governors considered the 
most corrupt, such as Rutskoy in Kursk region and Nazdratenko in Primorsky 
region, were not permitted to run for re-election. The governor of Yaroslavl 
region, Lisitsin, was under criminal investigation in the autumn of 2004 
because of pursuing illegal paternalistic policies towards regional business.

Considering the initiatives described above, one might expect a significant 
decrease in the level of capture in the regions and in its negative effect on 
the regional economies. However, various polls and President Putin him­
self in his annual address to the Federal assembly in 2003 drew attention 
to the spreading corruption in various government bodies.6 Similarly, our 
data show no significant change in the level of capture in the regions: the 
level of state capture grew gradually during Yeltsin's first term and remained 
almost unchanged during Yeltsin's second term and Putin's first term (see 
Figure 2.2). The measure of state capture in the first four years of Putin's
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Figure 2.1 Mean concentration of preferential treatment by region under President 
Yeltsin's terms (1994-1998) and President Putin's first term (1999-2003)
Source: Slinko, Yakovlev and Zhuravskaya (2005).
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Table 2.1 Correlation between state capture (2000-2003) and other corruption 
indexes

no. of PTs 
2000-3

PTC, 
1996-9

no. o f PTs 
1996-9

State capture 
(INDEM&TI), 
2000

Business
capture
(INDEM&TI),
2000

Administrative
corruption
(INDEM&TI),
2000

PTC, 2000-3 
no. of PTs, 

2000-3

-0.37** 0.25**
-0.3**

-0 .0 9
0.48**

Tf O
d

 d
 1

0.30*
-0 .13

0.43**
-0 .2 4

Note: * significant at 10%; ** significant at 5%. 
Source: authors' calculations.

Ι­
Ο .

Year

A verage  PTC ■ A v erage  no. of P T s

Figure 2.3 Regional state capture (average PTC) and average number of preferential 
treatments during Yeltsin's and Putin's governance 
Source: Slinko, Yakovlev and Zhuravskaya (2005).

presidency was strongly correlated with the measure in Yeltsin's second term 
and with alternative corruption measures (see Table 2.1).7

Just as in Yeltsin's time, the regional state capture under Putin's 
administration negatively affected small business development as well as 
the growth of large and medium-size firms with no political power. Out­
put of small businesses and regional retail turnover was significantly reduced 
with an increase in state capture (see Figure 2.3). Growth in profitability, 
productivity, sales, employment and investment of firms without political
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Regional state capture
coef = -.20448974, se = .0917972, t = -2.23

Regional state capture
coef = -.58047694, se = .27586439, t= -2.1

Figure 2.4 State capture and small business growth
Note: Charts present residual correlation of indicators of regional performance and state capture 
after accounting for the following control variables: the total number of preferential treatments in 
a region, initial level of the dependent variable, initial level of regional education (with the share of 
labour force that attained higher education), dummy for a republic status of the region. Number of 
preferential treatments is instrumented by its initial level. The specification used is between-effects, 
i.e., regressions on averages across time.

connections also significantly slowed down in high capture environments 
(see Figure 2.4).

3.3 What was the effect of tax reform aimed at restricting 
possibilities for preferential treatment of specific enterprises?
Using the available data we present an example of the effect of a partial 
reform aimed at fighting corruption. At the end of 1999, a tax law restricting 
tax breaks given to individual firms was enacted. Tax breaks were the most 
popular type of preferential treatment, constituting one-third of the total 
number of preferential treatments in Russia's regions. Nevertheless, the law 
has not resulted in any considerable change of either the number or concen­
tration of preferential treatments provided by the regions to firms. The law 
has only led to a change in the type of preferential treatment given out: as 
Figure 2.5 shows, the share of tax breaks significantly decreased, whereas the 
share of subsidies, subsidized budget loans, budget guaranties of credits and 
subsidized energy prices have significantly increased after the enactment of 
this law.

3.4 Who has received preferential treatments?
The question that we address here is whether Putin's measures, in particular 
his attacks on oligarchs and consolidation of power in the hands of the fed­
eral centre, have led to real redistribution of political power, the rise of new 
financial-industrial groups and the fall of previous favourites. We address 
this question by looking at firms' characteristics, such as size of firms and 
industrial structure.



32 State Capture: From Yeltsin to Putin

■  N o n -cap tu red  reg io n s  □  C a p tu re d  reg ions

Figure 2.5 State capture and  perform ance o f  firm s w ith  n o  p o litica l pow er  
Note: In the figure the 'captured' and 'non-captured' regions are defined as regions in the top 
and bottom thirds of the distribution with respect to the value of the average residual preferential 
treatment concentration after accounting for the following control variables. We control for the 
total number of preferential treatments in a region, initial level of the dependent variable, initial 
level of regional education (with the share of labour force that attained higher education), dummy 
for republic, dummy for state enterprise. Columns indicate residual performance indicators after 
accounting for the same set of control variables. Black bars indicate 95% confidence intervals. In 
all corresponding regressions number of preferential treatments is instrumented by its initial level.

loans penalty of credits treatments

■ 1996-9 □ 2000-3

Figure 2.6 Distribution of preferential treatments by type
Note: The figure presents distribution of preferential by types. Columns indicate share of preferential 
treatment of this type in total number of preferential treatments. Error bars indicate standard errors.

Theory predicts concentration of political power in the hands of the biggest 
and richest enterprises. The means of bargaining with politicians are both 
employment, which is of great political benefit to politicians, and rents that 
enterprises can use to bribe politicians. Under Yeltsin, firms with higher 
employment, output and capital, firms in extraction industries, and firms 
that belonged to larger financial-industrial groups were more likely to exert
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High Median Low High Median Low

□ 2000-3 ■ 1996-2000

Figure 2.7 Firm’s size and political power
Note: The figure presents mean values of preferential treatment share by groups with high, median, 
and low employment and sales. Firms with high, median, and low employment and sales are 
defined as firms in the top, median, and bottom thirds of the distribution with respect to the 
average level of firm's employment or sales share in employment or sales of the five biggest regional 
firms, respectively. Error bars indicate standard errors.

0.16

0.12

0.08 -

0.04

Share of preferential treatments & group size

Big group Median group Small group

1996-9 □ 2000-3

Figure 2.8 Financial-industrial group’s size and firm's political power 
Note: The figure presents mean values of preferential treatment share by groups of firms which 
belong to big/median/small group. Firms which belong to big/median/small group are defined 
as firms in the top/median/bottom thirds of the distribution with respect to the group size, 
respectively. Error bars indicate standard errors.

political influence. Things have not changed under Putin. Figures 2.7 and 2.8 
show that firms with bigger output and employment relative to other firms 
in the regions received more preferential treatment. Figure 2.7 shows that 
firms that belong to a bigger financial-industrial group are also likely to be 
successful captors. Finally, Figure 2.9 shows that the average political influ­
ence of firms in extraction industries is greater than influence of firms from 
all other industries, except the machine-building and electricity industries.
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Share of preferential treatments by industry

to b a c c o  building

I □  1996-9 ■  2000-3 I

Figure 2.9 Industry structure and firm's political power
Note: The figure presents mean values of preferential treatment share of firms from different 
industries. Error bars indicate standard errors.

Under federal Under regional Took part in loans Other private 
government government for shares

□  Average no. PTs, 1996-9 ■  Average no. PTs, 2000-3

Figure 2.10 Ownership structure and firm's political power
Note: The figure presents mean values of preferential treatments of firms with different ownership. 
Error bars indicate standard errors.

Concentration of political power in the centre during Putin's administration 
can be traced in the data: enterprises that belong to the federal government 
were the most effective lobbyists during Putin's governance, whereas private 
enterprises whose owners had previously been engaged in notorious 'loans- 
for-shares' schemes and enterprises that belonged to regional governments 
lost political power. Under Putin's governance only one group, enterprises 
in federal ownership, received significantly more preferential treatment (see 
Figure 2.10).

4 Conclusions
To summarize, our study shows that there have been no significant changes 
in the overall level of state capture at the regional level in Russia between
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Yeltsin's and Putin's time in power, despite all the attempts of Putin's 
administration to centralize governance. We provide illustrations of how 
firms and regional officials managed to circumvent the partial reforms aimed 
at reducing corruption at the regional level. There was, however, an impor­
tant change in the nature of most influential groups between Yeltsin's and 
Putin's time. We showed that there was a shift in the allocation of bargain­
ing power within regions to firms in federal government ownership from 
private firms in general and in particular from private firms that belonged 
to the largest national industrial groups as well as from the firms owned by 
the regional government. Firms that belong to the federal government have 
become the most politically powerful lobbyists at regional level.

Notes
1. The phenomenon of shaping institutions by powerful businesses is called state 

capture. See Olson (1965, 1982); Stigler (1971) for pioneer works. For empirical 
work on state capture in transition countries, see Heilman, Jones Kanufmann and 
Schankerman (2000), Heilman and Schankerman (2000), Heilman, Jones and Kauf­
mann (2003), Heilman and Kaufmann (2003), Heilman (1998), Slinko, Yakovlev 
and Zhuravskaya (2005) and Yakovlev and Zhuravskaya (2003).

2. BEEPS are Business Environment and Enterprise Performance Surveys, con­
ducted jointly by the World Bank and the European Bank for Recon­
struction and Development in transition countries in 1999 and 2002. See 
http://info.worldbank.org/governance/beeps/ for description, Data and research.

3. For theoretical prediction, see Shleifer and Vishni (1994); for evidence from Rus­
sian regions, see Slinko, Yakovlev and Zhuravskaya (2005) and Yakovlev and 
Zhuravskaya (2003).

4. Seven large federal districts were created which took away some regional autonomy.
5. See CEFIR study 'Monitoring the Administrative Barriers to Small Business Devel­

opment in Russia' (2003).
6. According to ROMIR polling agency (www.romir.ru), people put unsuccessful anti­

corruption measures as the second biggest failure of President Putin.
7. The State Capture Measure in Yeltsin's governance also correlate with alternative 

corruption indexes. See Slinko, Yakovlev and Zhuravskaya (2005).
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Democracy for Better Governance 
and Higher Economic Growth in 
the MENA Region?*
Mustapha K. Nabli and Carlos Silva-Jduregui

1 Introduction
Democracy is valued in itself. The extent to which a citizen is able to live in an 
open society and participate in its democratic process directly affects his/her 
wellbeing. But democracy can also affect welfare indirectly through its effects 
on other aspects of the social and economic interactions that influence the 
wellbeing of people. Democracy can often positively affect the relative rights 
of social groups, such as gender-specific groups or minorities. In the economic 
area democracy may affect the distribution of income, with democracies, for 
instance, tending to pay higher wages and improve human capital. It may 
also affect the volatility of incomes, with democracies tending to produce 
fewer recessions and affect the economic rate of growth. Nobel Prize Lau­
reate Amartya Sen observes that famines never occurred under democratic 
regimes.

To the extent that democratic development reinforces and is reinforced by 
these various positive effects, democracy will generally gain more acceptance, 
and opposition to it will weaken. But what happens if there are trade-offs 
between democratic development and any of these positive social and eco­
nomic effects? What happens in cases where a democratic process brings 
into power a government which is able to pursue policies which under­
mine gender equality or the rights of a minority group? What happens in

* The views expressed in this chapter are entirely those of its authors, and should 
not be attributed to the World Bank or its Board of Directors. We are grateful for 
the many insights, comments and ideas contributed by Hasan Abuyoub and Samir 
Makdisi, as co-panelists, and Mouna Cherkaoui, Jean-Paul Fitoussi, Heba Handoussa, 
Janos Kornai, Timur Kuran, and Gérard Roland. We thank Daron Acemoglu for shar­
ing the transformed Freedom House Political Rights Index data. We would also like 
to thank Ibrahim Elbadawi, Phillip Keefer, Paloma Anos-Casero, Farrukh Iqbal and 
Robert Beschel for helpful comments and suggestions, and to Paul Dyer and Claudia 
Nassiffor their effective research assistance.

37



38 Democracy, Economic Growth and the MENA

situations where democratic development leads for some reason to a reduc­
tion in incomes or a reduction in the rate of economic growth? In these 
situations, individuals and society may still value democracy despite the 
trade-offs. Society may introduce checks and balances and develop institu­
tional mechanisms within the democratic process to reduce or eliminate the 
likelihood of a negative outcome.

In view of the complexity of the issues related to democratic development 
the objective of this chapter is to discuss only one topic: does democracy tend 
to induce higher or lower economic growth? The aim is to help to understand 
the links between democracy and economic growth. But it should be made 
clear that any finding which suggests that democracy leads to less growth 
would not lead to any presumption that democracy should be sacrificed for 
the sake of growth. This is a choice that needs to be made by any society 
(through the democratic process preferably!) given its special circumstances. 
On the other hand a positive link would reinforce the strength of argument 
for democracy.

The chapter focuses more specifically on the Middle East and North Africa 
Region (MENA)1 given the recent emphasis on democratic development. 
Actually democracy has risen dramatically on the agenda for and in MENA 
region countries. It has become an explicit objective of foreign policy for the 
USA as well as the G8. Whether it is the primary objective and whether it is 
being pursued effectively are issues which are subject to much heated debate. 
But there is no doubt that promoting democracy is high on the agenda of both 
the USA and the European Union in the context of its European Neighbour­
hood Policy. Equally, if not more important is the increased domestic pressure 
for change from within the region. Civil society at large has been demand­
ing more political openness over the last few years. This has been more 
eloquently and forcefully expressed in the United Nations Development 
Programme (UNDP) Arab Human Development Reports.

The reasons for the recent call for democratic change are varied and com­
plex. For foreign players, these may be connected to possible or presumed 
links between the lack of democracy and 'terrorism',2 or between democracy 
and 'security of borders'. For domestic actors, the reason may simply be that 
the people of the region aspire to greater empowerment and freedom after 
decades, if not centuries, of political oppression. But this chapter will not 
delve into those issues. Nor will we look into the determinants of demo­
cratic development. For instance, there is a large literature and much debate 
about whether economic growth fosters democratization as first advanced by 
Lipset (1959). Most recently Friedman (2005) argued that over the long run a 
rising living standard fosters openness, tolerance and democracy, while rec­
ognizing that in the short run economic growth makes more secure whatever 
political structure may be in place; and economic stagnation and crisis may 
undermine a non-democratic regime. Also in a recent review de Mesquita and 
Downs (2005) argue that while economic growth results in higher incomes
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and increases demand for democracy, it may also foster the ability of auto­
cratic regimes to strengthen their power as they are able to shape institutions 
and political events to their advantage. Acemoglu and Johnson (2005) show 
that the strong cross-country correlation between income and democracy 
does not mean there is causality and that this correlation can be explained 
by historical factors which jointly determine both the economic and politi­
cal development paths of various societies. In the most ambitious analytical 
undertaking to date Acemoglu and Robinson (2006) develop a general frame­
work using game theory for understanding how democratic development 
takes place and consolidates or not. This work shows that there are problems 
of simultaneity between democratic development and economic develop­
ment which will be discussed when relevant. However, these issues go well 
beyond the scope of this chapter.

We consider the possible effects of a 'given' democratic process without 
dwelling much on how it may have come about. Its scope is the relation­
ship between 'democratic development' and 'economic growth'. From an 
economic perspective the objective is to determine whether there is a well- 
defined relationship (or lack thereof) between the two, and, more specifically, 
whether one should expect democracy to 'help' or 'hinder' stronger economic 
performance in general and in the context of the MENA region in particular.

In Section 2 we provide the general context for the democracy-growth link­
ages discussion in the MENA region which is characterized by the existence 
of a democracy deficit as well as a growth deficit for the past two decades. 
Section 3 reviews the empirical literature on the links between democracy 
and growth, focusing on direct links and using mostly reduced form type 
models. It concludes that the nature and strength of these links are at best 
ambiguous. More recent work on the relationship between democracy and 
growth surveyed in Section 4 pursues a more structural approach, looks at the 
intermediation channels and indirect links between democracy and growth 
as well as the role of the nature of democratic regimes. One main conclusion 
is that the effect of democracy on growth, especially in MENA, depends to a 
large extent on whether a democratic transition leads to better governance 
and, therefore, a better business climate and higher private physical capital 
accumulation. Then Section 5 explores the extent to which achieving better 
governance is more likely under democratic regimes or non-democratic ones. 
Section 6 provides a brief discussion of a different approach to looking at the 
links between democracy and growth by postulating that while such a link 
may not be established systematically for any country at any time it may be 
important for most MENA countries today. In this case democratic reform 
may be needed to unlock the prevailing status quo of low public account­
ability and the maintenance of prevailing economic policies and networks of 
privilege and generate a great political and economic transformation which 
could jointly produce better democracy and greater economic growth in the 
region. The last section concludes that democratic development could be a
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strong lever for economic growth in the MENA region and that these coun­
tries should strive for democratic regimes which are sustainable in the sense of 
having characteristics which make them more likely to produce good gover­
nance. 'Quality democracy' which produces quality governance, improves 
the investment climate and encourages the emergence of a dynamic pri­
vate sector, and can help to meet the development challenges of the MENA 
region, which needs to achieve average growth rates of 6-7 per cent a year in 
order to absorb the fast growing, increasingly educated and feminized labour 
force. The main focus should be on the design of the appropriate democratic 
institutions which:

(i) minimize imperfections in the political market, with more freedom 
of information and a free press, adequate mechanisms to contain 
clientelism and increased credibility of political promises,

(ii) introduce safeguards and effective checks and balances,
(iii) increase the legitimacy of the democratic transformation, and
(iv) in cases where there is significant ethnic and or religious fragmentation 

minimize the risks of social conflict.

2 The democracy and growth deficits in the MENA region

At this point, it is perhaps useful to discuss the links between democracy and 
economic growth in the MENA region. This context can be summarized by 
the existence of both a 'democracy deficit' and a 'growth deficit'. Their simul­
taneous presence in practically all countries of the region (even though at dif­
ferent degrees) leads one to wonder whether any links exist between the two.

Before presenting the evidence on the democratic deficit we consider the 
definition of democracy.3 At its most abstract level, democracy is a system of 
government (or of exercise of authority) in which effective political power 
is vested in the people and where major decisions of government and the 
direction of policy behind these decisions rests directly or indirectly on the 
freely given consent of the majority of the adults governed. At a more prac­
tical level, democracy tends to be defined in procedural terms as the body 
of rules and procedures that regulate the transfer of political power and the 
free expression of disagreement at all levels of political life. More concretely, 
it is defined as a political system where access to political power is regularly 
achieved through competitive, free and fair elections. As stated by Schum­
peter (1942), it is '. . .  the institutional arrangement for arriving at political 
decisions in which individuals acquire the power to decide by means of a 
competitive struggle for the peoples' vote' (p. 250).

The democracy deficit in the MENA region
Democracy has gained worldwide acceptance in recent decades. Without
exception all developed countries maintain democratic systems, and many
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Figure 3.1 Democracy trends in MENA and other regions
Source: University of Maryland Center for International Development and Conflict Management.

developing ones are selecting their leaders through competitive elections, 
that is, moving towards more democratic political regimes. A recent publica­
tion on lessons of the 1990s by the World Bank (2005a) pointed out t h a t . a 
striking phenomenon of the 1990s was the rise in the number of countries 
selecting their leaders through competitive elections. The number rose from 
60 countries in 1989 to 100 in 2000. Among poorer countries (those with 
less than the median country's per capita income) the number nearly tripled, 
from 11 in 1989 to 32 in 2000; 15 per cent of the poorer countries elected 
their governments in 1989 and 42 per cent in 2000.' This shows a remark­
able move towards democracy, but this trend did not spread as vigorously 
to MENA. There is now a wide body of evidence about the 'democracy gap 
or deficit' in the MENA region. It will suffice here to highlight some of this 
empirical evidence.

First, evidence can be observed when using the well-known composite 
Polity Index from the Polity IV dataset.4 The composite Polity Index (which 
ranges from —10 for the least democratic regimes to +10 for the most demo­
cratic regimes) shows that the MENA region has consistently lagged behind 
the rest of the world, suggesting that there is a persistent democracy deficit 
in the region (Figure 3.1). The MENA democracy deficit has existed over the 
last forty years, with the average regime in MENA remaining authoritarian 
according to this metric (negative values for the Polity Index). While the 
Organisation for Economic Co-operation and Development (OECD) coun­
tries have been consistently democratic other regions in the world were 
traditionally not very democratic. From around 1977, however, the Polity 
Index shows a clear tendency towards democratization in developing coun­
tries outside MENA. In developing countries (other than MENA) the average
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Figure 3.2 Democracy gap between MENA and other regions
Source: University of Maryland Center for International Development and Conflict Management.

Polity Index had turned positive by 1991, with a gain of 7 points (30 per cent 
of the scale) during the period 1977-2002.

During the 1960s on average the democracy level of countries in MENA 
and other developing regions was declining. The democracy gap between the 
two regions remained, however, relatively stable with a small declining trend 
during the period covering the mid-1960s and the mid-1970s. The democracy 
gap reached its lowest point around 1977. Since then, the gap has increased 
steadily, accelerating around 1990 when the Soviet Bloc disintegrated and 
new democracies emerged, particularly in Central and Eastern Europe. Since 
1994 there has been a decline in the democracy gap between MENA and 
other developing regions, but the gap remains significantly above the level 
attained in the 1970s. The democracy gap between MENA and the OECD 
increased steadily until 1988 when the average OECD Polity Index reached 
its high plateau. At that point, the gap was almost 17.5 points -  88 per cent 
of the scale. Since then the gap between MENA and the OECD has declined 
with the gradual progress towards democratization in MENAs. Nonetheless, 
the gap remains at 15 points or 75 per cent of the scale, above the 1960s level.

Further evidence comes from analysing the trends in the Freedom House 
Political Rights Index. This alternative measure of democracy has been used 
by several scholars including Acemoglu and Robinson (2006) and Barro 
(1999). The original Freedom House index ranges from 1 to 7, with 1 rep­
resenting the most political freedom and 7 the least. We use the transformed 
Freedom House index (Acemoglu and Robinson, 2006) which, following 
Barro (1999), is supplemented with data from Bollen (1990, 2001) for 1960
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ΜΕΝΑ —·— OECD Other developing countries

Figure 3.3 Freedom House political rights index in MENA and selected regions 
Source: Freedom House.

and 1965, normalized and transformed to lie between 0 and 1, with 0 corre­
sponding to the least democratic set of institutions and 1 to the most.5 This 
facilitates the comparison with the other indicators of democracy used in the 
paper.

Figure 3.3 plots the time series of the normalized Freedom House Political 
Rights index. The index confirms the low level of democracy in the MENA 
region, and a growing democracy gap with OECD and other developing 
regions in the world. As Figure 3.3 shows, the MENA region has a declining 
trend in the political rights index, losing considerable ground between 1960 
and 1975, and between 1985 and 1990. The index reveals a small improve­
ment in political rights in the period 1975-80, at the height of the oil boom. 
The index also indicates little, if any, gains in political rights during the 
1990-2001 period, contrary to the trends of the Polity index. This may indi­
cate that while some elements of democratization were implemented, those 
related with political rights lagged.

Analysis of the democracy gap using the Freedom House index shows an 
increasing gap vis-ä-vis OECD countries until the early 1990s. With respect to 
countries in other developing parts of the world, the democracy gap declined 
marginally during the 1960-80 period. Since 1985, however, it has increased 
sharply as other regions of the world have moved more rapidly towards 
increasing political rights and advancing democratic reforms.

Additional evidence on the gap can be found from the work of Papaioannou 
and Siouroumis (2004) who constructed a complete dataset on democratiza­
tion in the world since the 1970s. The data used are wide ranging and go 
beyond the various quantitative indicators and use the historical review of
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episodes. The authors find that 38 episodes of 'full democratization' and 24 
episodes of 'partial democratization' occurred in the world over the last 30 
to 40 years. None of these episodes took place in the MENA region.

Finally, a fourth piece of evidence on the 'democracy deficit' is the absence 
of any positive correlation between democracy and level of incomes in the 
MENA region, unlike what is typically found for the rest of the world. Prze- 
worski et al. (2000) found that democracies were more frequently found in 
developed (wealthier) countries while dictatorships were more frequent in 
poor countries. In typical charts showing the correlation between level of 
income and democratic development, MENA counties tend to cluster way 
below the line. In particular, the many oil-producing countries tend to be less 
democratic than other less wealthy countries. The Gulf Cooperation Council 
(GCC) countries have among the lowest scores in the region using the Polity 
IV index.

Driving the gap between MENA countries and the rest of the world are 
striking weaknesses in external accountability and in access to basic political 
and civic rights. Word Bank (2003e) constructed an index of public account­
ability (IPA). The IPA assesses the process for selecting and replacing those in 
authority. It measures the quality of governance according to the inclusive­
ness of access to basic political and civic rights and the relative strength of 
external accountability mechanisms. It aggregates 12 indicators that measure 
the level of openness of political institutions in a country and the extent to 
which political participation is free, fair, and competitive; civil liberties are 
assumed and respected; and the press and speech are free from control, vio­
lation, harassment, and censorship. It also captures the transparency and 
responsiveness of the government to its people and the degree of political 
accountability in the public sphere.

All countries in the MENA region, whatever their income, score far below 
the world trend in the IPA (Figure 3.4). Some richer MENA countries score 
especially low on the IPA -  with scores equal to those in some of the poorest 
countries of the world. Oil seems to matter as oil-exporting countries have 
the worst IPA scores.

Economic growth deficit in the MENA region
MENA's historic model of economic development was based on state- 
led development and central planning, with economic and social policies 
designed for redistribution and equity, and a strong social contract between 
governments and the people they represented. During 1965 to 1985 eco­
nomic growth per capita averaged 2.9 per cent per year, second only to 
the East Asia and Pacific region (Figure 3.5). Many factors contributed to 
this performance, including rapid progress in early-stage industrialization; 
high levels of public employment and spending, especially on infrastruc­
ture; trade protection for domestic producers; and rising oil prices that 
yielded large capital inflows, created jobs and promoted remittance flows into



Mustapha K. Nabli and Carlos Silva-Jáuregui 45

Figure 3.4 Public accountability and per capita incomes in MENA 
Source: World Bank (2003e).

Average per capita GDP growth, 1965-2004

Pacific America & Africa (Non-oil)
Caribbean

Figure 3.5 Average per capita GDP growth, 1965-2004
Note: MENA (oil producers) include Algeria, Bahrain (1986-2004). Iran (1986-2004). Kuwait, 
Oman, Saudi Arabian and UAE (1986-2004). MENA (non-oil producers) includes Egypt, Jordan, 
Lebanon (1986-2004), Morocco, Syria, Tunisia, and Yeman (1986-2004).
Source: World Development Indicators 2005.
non-oil-producing MENA states. While this development model paid large 
dividends in the beginning, there were also significant costs. Centralized and 
hierarchical governments emerged in MENA, with limited transparency and 
contestability of representatives or policies. The MENA development model
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also created economies that had great difficulty in adapting to shocks and 
economic change.

As early as the late 1970s the economic systems that had developed in 
MENA -  and that carried the people in the region through an unprecedented 
era of achievements -  showed signs of cracking under stress. The high growth 
rates were becoming increasingly costly to achieve. Though investment was 
at record levels, with the rate of growth of physical capital per worker increas­
ing by more than 80 per cent in the 1970s compared to the 1960s, this 
investment was inefficient, having increasingly smaller growth pay-offs. As a 
result of large inefficiencies total factor productivity growth was lower than 
in any other region of the world and turned negative during the 1970s.

The MENA region entered the 1980s with mounting evidence of strains and 
difficulties to sustain the promise of continued prosperity. Facing declining 
public revenues following the oil shock in the mid-1980s, governments strug­
gled to maintain their growth performance and redistributive commitments. 
With a public-sector wage bill accounting for as much as 20 per cent of gross 
domestic product (GDP), deficits mounted and debt grew at an alarming rate. 
The fiscal strains contributed to large macroeconomic imbalances. Produc­
tivity growth, already declining by the 1970s, plummeted to —1.5 per cent 
a year on average over the 1980s. Real output growth collapsed under the 
multiple blows of declining public spending, in part a result of the nega­
tive oil shocks, an unattractive private investment climate, and continuing 
losses in efficiency. GDP per capita stagnated during the 1980s, averaging an 
imperceptible 0.3 per cent a year during the decade.

In the 1990s several macroeconomic stabilization reforms were imple­
mented which paid important dividends. By and large, MENA countries 
recovered from the instability of the 1980s. Inflation was brought under 
control, debt levels declined, and macroeconomic performance mostly 
turned positive. These were fundamental pre-conditions for higher private 
investment and growth, but strong growth rates required to cope with 
the demographic transition of the region failed to materialize. Despite the 
reforms mentioned the effort failed to translate into the strong economic 
recovery anticipated. Though GDP growth improved compared to the crisis- 
ridden 1980s, per capita growth remained weak, averaging 1.5 per cent a year 
in the 1990s. While the decline in productivity growth was arrested, produc­
tivity growth was close to 2 percentage points lower than the world average 
and 3.5 percentage points lower than East Asia with about the same level of 
investment.

With the coming of the new millennium, the region has experienced a new 
set of favourable conditions. As a result, the region has achieved exceptional 
growth during recent years. Accelerating in the early 2000s, economic growth 
in the MENA region (excluding Iraq) averaged 5.1 per cent a year between 
2002 and 2004, the strongest growth rate in a decade, and significantly higher 
than the average yearly growth during the 1990s. On a per capita basis, the



Mustapha K. Nabli and Carlos Silva-)áuregui 47

MENA region's 3.2 per cent average growth over 2002-04 was its strongest 
growth performance since the mid-1970s.

Despite the oil-driven growth boom, on a per capita basis, the region's 
growth rate over the last few years continues to lag behind that of most other 
regions, a reflection of both the firming of GDP growth rates across develop­
ing regions and MENA region's high population growth rate which continues 
to be a key development challenge. At the regional level, per capita income 
growth in East Asia and the Pacific, South Asia, Central Asia and Europe all 
outpaced MENA's per capita GDP performance in both 2003 and 2004.

To summarize, over the past two decades the MENA region has experienced 
a growth deficit with low per capita income growth. This growth performance 
has been weaker than that achieved by most other regions of the world, 
except for Sub-Saharan Africa.

3 Empirical correlation and direct links between  
democracy and econom ic growth

The previous discussion tempts one to hypothesize that there is a strong link 
between the low growth and the democracy deficit in the MENA region. In 
this section we review more thoroughly the international experience on the 
empirical relationship between democracy and growth and investigate how 
it applies the MENA region.

International experience suggests that the economic success of many 
authoritarian regimes such as Singapore, South Korea, and Indonesia dur­
ing the 1970s and 1980s, Chile in the 1980s, and China over the last 20 years 
has always cast some doubt on the existence of any robust (positive) lin­
ear relationship between economic growth and democracy. Empirical studies 
using standard growth regressions models and cross-country data have found 
mixed evidence for such direct links. Reviews of a large number of these stud­
ies (see Borner, Brunetti and Weder, 1995) found that only a few showed any 
strong positive relationship, with most showing either insignificant results 
or even a negative link. Using the Freedom House indicator for democracy 
(electoral rights), Barro and Sala-i-Martin (2003) showed that a non-linear 
relationship might exist, similar to a Laffer Curve, in which democratization 
appears to enhance growth for countries that are not very democratic but 
to retard growth for countries that have already achieved a high degree of 
democracy. Przeworski et al. (2000) analysed data over a long period of time 
and concluded that when countries were observed across the entire spec­
trum of conditions total income grew at about the same rate for democratic 
and non-democratic regimes. However, they found that patterns of growth 
varied between democracies and non-democracies, particularly in wealthy 
countries.

The history of the MENA region over the last 50 years shows limited expe­
rience with democracy and political openness. But while no country in the



48 Democracy, Economic Growth and the MENA

Change in log (GDP per capita, PPP)

Figure 3.6 Democracy growth and income growth, 1970-2003

region achieved full transition to democracy, the degree of political open­
ness and use of the electoral process to choose the government in power has 
varied significantly over time and across countries. The high income growth 
rates achieved in the 1970s and early 1980s were not accompanied by any 
significant degree of political openness, while the growth collapse in the later 
1980s saw some degree of political liberalization in several MENA countries. 
During the 1990s the experience of low economic growth countries, such as 
Morocco, was associated with gains in democratization, while higher growth 
countries like Tunisia were increasingly autocratic. At the same time Jordan 
experienced higher growth and political openness while low growth and lim­
ited democratization was the norm in most Gulf countries Overall, there is 
little correlation between changes in democracy and changes in income per 
capita during 1970 to 2003 in MENA and the rest of the world (Figure 3.6). 
Countries that grew faster than others have not become more democratic.

The lack of any strong empirical evidence of direct positive links between 
democracy and economic growth, the MENA region including has led 
research to explore new directions for the study of the linkages between 
democratic and economic development. We look at some of these in the 
next section.

4 Structural analysis o f the links between democracy and 
econom ic growth

Indirect links between democracy and economic growth
Recent research has moved in three directions to explore the indirect linkages 
between democratization and economic growth.6 The first direction explores 
in greater depth the theoretical and empirical links between democracy 
and economic growth, going beyond simple correlations and cross-country
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regressions considered with the direct links. These studies look at the indirect 
effects of democracy on economic growth through a number of intermedi­
ation channels. They use structural models which involve income growth, 
democracy and variables which represent such intermediation or transmis­
sion channels. Some of these channels show a negative impact of democracy 
and economic growth, while others show a positive link. A focus on the inef­
ficiencies of representative government, using the 'median voter model' or 
the public choice approach, would imply that democratic regimes result in 
greater demand for redistribution and the prevalence of special interest pol­
itics. This may result in higher government consumption, higher taxation, 
more redistribution and lower private investment. All these channels would 
imply lower growth rates.

But many other channels would lead one to expect a positive impact on 
democracy leading to economic growth. First, redistribution and higher 
taxation may result in higher human capital accumulation through larger 
subsidies and the handling of capital market failures. Second, democ­
racy deals better with economic instability through commitment achieved 
through the political process. Political instability is part of everyday life in 
democracies but does not affect economic growth as much as in the case of 
authoritarian regimes. In non-democracies any change or expectation of lead­
ership change negatively affect investment and growth: whenever dictators 
are expected to be removed growth declines sharply (Przeworwski etal. 2000). 
These non-democratic regimes are only successful if they are stable. Shocks, 
therefore, have a major negative impact on economic growth. In addition, 
democratic regimes are better suited to both the mediation of conflicts among 
interest groups, and responding to exogenous negative shocks (Rodrik 1997, 
2000). Countries with a higher degree of social and ethnic fragmentation 
and weak democratic institutions are suffer the sharpest drops in GDP after 
shocks.

Tavares and Wacziarg (2001) used a full system of simultaneous equations 
and panel data for the period 1970-89. They found that democracy fosters 
growth because it improves human capital accumulation and, in a weaker 
way, because it reduces income inequality. At the same time, they found that 
democracy hinders growth by reducing physical capital accumulation and in 
a less robust way by increasing the government consumption to GDP ratio. 
However, no significant impact was found through the channels of political 
instability and policy distortions. The overall effect of democracy on growth 
was slightly negative mainly attributable to the large impact on the reduction 
in the rate of physical capital accumulation. In a similar vein Feng (2003) 
conducted a wide-ranging empirical study of the impact of political institu­
tions on economic growth. He found that democracy had an insignificant 
direct effect on economic growth, but that the indirect effects were strong 
and significant. These indirect channels include political instability, policy 
uncertainty, investment, education, property rights and birth rates.
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The second direction ranged beyond cross-country analysis and used event 
analysis intensively and differences in performance for before and after democ­
ratization episodes. Empirical findings from this analysis suggested a positive 
impact for democratization in a given country's economic growth. From 
a theoretical standpoint the evidence presented in this new branch of the 
democracy-growth nexus literature offers direct support for so-called devel­
opment theories of democracy and growth which highlight the growth 
enhancement aspects of the democratic process. From a policy perspective 
the results suggest that democratic institutions, if properly introduced and 
adapted, can bring substantial growth benefits. They also suggest an impor­
tant role for the international community, to help mitigate the transition 
costs, which may be high and impede the consolidation of democratic rule.

To assess whether successful democratic transition is associated with faster 
growth, Papaioannou and Siourounis (2004) first identified the countries and 
the exact timing of the establishment of their permanent democratization in the 
period 1960-2000. They employed an event study approach and analysed the 
evolution of GDP growth before and after incidents of political moderniza­
tion. Using a dynamic panel with annual observations, and econometric 
techniques that address concerns on the shortcomings of previous research, 
the study reveals that conditioning on various growth determinants, global 
shocks and business cycle effects, a permanent democratization is associated 
with approximately one per cent increment in real per capita growth. The 
analysis also reveals a J-shapedgrowth pattern. This implies that output growth 
drops during the democratic transition, but then fluctuates at a higher rate 
suggesting 'short-run pain', due perhaps to high transition costs and learning, 
followed by 'long-run gain' due to higher growth after the consolidation of 
democracy. The effect is robust according to various model specifications, 
panel data methodologies, alternative democratization dates, and to the 
potential endogeneity of democratization. Their methodology enables them 
to quantify both the short- and the long-run correlations of political mod­
ernization and growth. Their results support the Aristotelian notion, recently 
put in another way by Friedrich Hayek, that the merits of democracy will be 
achieved in the long run.7 That is, stable democracies foster growth.

The work of Papaioannou and Siourounis is related to a new wave of 
research into the effect of institutions on economic performance.8 Their 
results suggest that besides legal norms or property rights protection, the 
type and quality of political institutions correlates strongly with economic 
growth. The overall effect of democracy on growth is then positive in these 
studies.

The third direction of the literature goes beyond the general dualistic specifi­
cation of political regimes into democratic and non-democratic and explores 
a number of dimensions. A significant amount of work, mostly on advanced 
countries, looks at how the nature and rules of democratic regimes affect 
outcomes. Whether these regimes are presidential or parliamentarian or
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whether they use majoritarian or proportional representation influences the 
way democracy affects economic outcomes.

In recent parallel studies, Persson (2004) shows that income gains follow­
ing democratization are highest when the transition leads to a proportional 
representation (versus a majoritarian) or when it leads to a parliamentary 
(versus presidential) system. Giavazzi and Tabellini (2004) document signif­
icant interactions between economic and political liberalization and show 
that countries experience substantial growth gains when they liberalize first 
the economy and then the polity. The focus in developing countries has 
been on how imperfections in electoral markets tend to make democracy 
less effective in achieving good government compared to advanced coun­
tries (World Bank 2005a). Imperfections in electoral markets -  lack of voter 
information, the inability of political competitors to make credible promises, 
and social polarization -  are important to understanding policy formulation 
and explaining differences in economic performance between rich and poor 
democracies. Voters in developing countries tend to be less informed, the role 
of the media weaker and campaign financing more prone to capture resulting 
in worse governance outcomes. At the same time, politicians tend to be less 
credible, and clientelism more pervasive, especially as the length of exposure 
to elections tends to be shorter. In addition, social polarization and ethnic 
fragmentation distort the electoral process.

The empirical findings from this strand of the literature tend to condition 
the possible impact of democratization on growth depending on the sever­
ity of political market imperfections. Differences in economic performance 
across democracies can be explained by these electoral imperfections. Numer­
ous imperfections in electoral markets make it difficult for citizens to hold 
politicians accountable for policies. Elected governments are most likely to 
enact policies which favour narrow segments of the population at the expense 
of the majority when citizens lack good information mechanisms, cannot 
trust promises made prior to elections, or live in societies that are deeply 
polarized. These are three of the most important political market imperfec­
tions affecting policy outcomes. In contrast, elected governments are most 
credible and most likely to respect private property rights when they confront 
checks and balances on their decision-making. Thus, accountability becomes 
an essential component.

Informed voters are essential to good political outcomes. Without infor­
mation about what politicians are doing, how their policies affect citizens' 
welfare, or about the attributes of their political competitors, citizens can­
not easily identify and reward high-performing politicians. As a result, bad 
performance is encouraged and bad political outcomes are likely to occur. In 
political markets, information on the characteristics of political competitors 
and government performance is key. Proxies such as newspaper circulation 
are commonly used in empirical analysis for voter information, and reveal, 
controlling for income and other factors, that higher newspaper circulation
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is associated with lower corruption, greater rule of law, better bureaucratic 
quality, and greater secondary school enrolment (Keefer and Khemani, 2005).

Credible commitments by politicians are also important for good gover­
nance. When challengers do not make credible policy commitments, citizens 
have no reason to prefer them over incumbents. Even if incumbents do 
badly, citizens have no reason to believe that challengers will do any better. 
This insulates incumbents from competition and diminishes pressure to per­
form well. Politicians may only make credible promises to some voters; this 
not only generates clientelism; it also creates incentives for politicians to 
under-provide public goods and extract large rents.

In the same way social polarization hinders the capacity for political 
systems to generate good outcomes. Social polarization undermines the 
accountability of a government to its citizens. In extreme cases, deep divi­
sions among social groups hinder the capacity of one group to elect a 
representative from the other, irrespective of his/her characteristics, politi­
cal platform or qualities as a representative. Elected representatives from one 
group then have no incentive to address the concerns and solve the problems 
of the other, generating distortions in the provision of public goods. Empiri­
cal studies show that ethnic tension is higher in poorer democracies than in 
richer ones. The consequences of social polarization will be exacerbated by 
all the factors that undermine voters' ability to hold politicians accountable.

Implications for MENA countries?
What can be concluded from our survey of MENA countries? Does it mean 
that democratic reform is unimportant for economic growth? Since the sur­
vey shows a lot of uncertainty about the causal links from democracy to 
economic growth, MENA countries should not expect the pursuit of democ­
ratization in itself to bring quick benefits in terms of economic growth. One 
is tempted to conclude that the search for higher economic growth should 
focus more on traditional policy and institutional reforms within the existing 
political regime. In that case the path towards adopt democratic development 
would be different track separate from that of economic growth.

But such a conclusion would be premature. In fact, the previous discussion 
suggests that there are some robust positive effects of democracy on growth 
through higher human capital accumulation. But is such a link relevant or 
significant to MENA countries? There is empirical evidence that MENA coun­
tries achieved strong gains in terms of human development during the last 
4-5 decades under non-democratic regimes (World Bank, 2006). Impressive 
improvements in human development indicators took place in the MENA 
region between 1960 and 2000, surpassing the performance of countries in 
other regions with similar Purchasing Power Parity (PPP) income levels. For 
instance, average years of education in MENA increased by over 500 per cent 
and in the case of women by over 800 per cent during the 1960-2000 period. 
Child mortality decreased from an average of 262 deaths per 1,000 births to an



Mustapha K. Nabli and Carlos Silva-fáuregui 53

Figure 3.7 Human development indicators in MENA
Note: MENA10 refers to Algeria, Egypt, Iran, Jordan, Lebanon, Libya, Morocco, Syria, Tunisia and 
Yemen. Comparators include 32 countries with similar income levels of MENA countries in PPP 
terms in 1980.
Source: World Bank (2006).

average of 47 deaths per 1,000 births during the same period. Life expectancy 
at birth improved from 47 to 68 years, a 45 per cent increase.

Actually one could argue that regimes in MENA attempted to buy the 
loyalty of their citizens through strong redistributive programmes, such as 
free access to education and health, public sector jobs and subsidized prices 
for basic commodities. It is unlikely that increased investment in education 
would be important for increasing income growth in MENA countries over 
the coming period. On the other hand, there is a general recognition of the 
need for educational reform to improve the quality and adequacy of educa­
tion to meet changing economic conditions, and governance mechanisms 
may turn out to be critical to the success of these reforms.

The previous analysis shows that there are some robust positive effects of 
democracy on growth through better commitments to policies with a more 
credible and predictable political process and through better intermediation 
of conflicts. Such effects are likely to be relevant in many MENA countries and 
situations. Another conclusion from this review is that for a number of other 
links from democracy to economic growth the effects are largely contingent 
on whether a move towards more democratic government would lead to 
better governance. In particular, there is uncertainty about the impact of 
democracy on capital accumulation and policy distortions. This uncertainty 
is probably related to the extent to which democracy leads to more or less 
respect for property rights, policies which favour broader or narrow interests, 
and adequate or under-provision public goods; which in turn depends on the 
strength of politicians' credibility and pervasiveness of clientelism.

The main general conclusion is that the net impact of democracy on 
growth depends on the severity of political market imperfections or, in other 
words, whether democracy produces good governance and thereby enhances
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physical capital accumulation. This conclusion is strengthened by two com­
plementary findings from the literature on governance (without reference to 
democracy): First, direct strong positive links between good governance and 
economic growth; and second, between better governance and higher private 
investment. The latter linkage is particularly important for the MENA region.

Governance and growth
The work of Buchanan, Tollison and Tullock (1980), Evans (1989, 1995), 
North (1981, 1990), and de Soto (1989) systematically linked country char­
acteristics, such as the security of property rights, directly to the wealth of 
nations, improving the understanding of the effects of the non-policy charac­
teristics of government performance on economic development and growth. 
Research stemming from this strand of the literature highlighted the contri­
bution of previously under-examined issues such as the security of property 
rights, the rule of law, expropriation, bureaucratic quality, red tape and the 
quality of regulation.

Both theory and empirical evidence support the influence of individual 
components of governance rather than aggregated concepts of governance on 
development and growth. Studies have found that some governance compo­
nents have stronger links than others (Keefer 2004b). The security of property 
rights, the credibility of governments (see Knack and Keefer 1995; Ace- 
moglu and Johnson 2005; Acemoglu, Johnson and Robinson 2001; Rodrik, 
Subramanian and Trebbi 2004; Hall and Jones 1999) and an honest and effi­
cient bureaucracy emerge as the components with the best documented and 
strongest links to economic development and growth. On the other hand, 
causality problems cloud estimates of the influence of bureaucratic capacity 
and corruption on development. In addition, analyses of freedom of expres­
sion and accountability, while the subject of substantial attention among 
researchers, have suffered from a lack of theoretical and empirical precision 
that clouds interpretation.

The theoretical case for secure property rights is inimical and they fear 
confiscation of their assets by government. Still, there are objections to the 
theoretical case linking the security of property rights to growth.9 One relates 
to the fact that often two important notions of property rights are con­
fused, the allocation of property rights and the security of property rights. 
Democracy may render property rights less secure because the introduc­
tion of democracy creates opportunities for the poor to redistribute incomes 
away from the rich. However, it is not democracy, per se, that creates inse­
curity, but the transition to democracy. Once democracy is established, 
there is no reason to expect the distribution of property rights to change 
further. Some contributions to the governance literature refer not only to 
the security of property rights but also to the closely related but somewhat 
broader concept of 'government credibility'. This is the case with Knack and
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Keefer (1995), for example. Only credible governments can assure investors 
that their assets are safe from expropriation.

In the context of MENA, some empirical evidence shows that better gover­
nance might have a significant positive effect on economic growth. Weaker 
governance in MENA costs 1.0 to 1.5 percentage points in forgone annual 
GDP growth (World Bank, 2003e). On average, improving the quality of 
institutions by one standard deviation -  approximately equal to raising the 
average institutional quality in MENA to the average institutional quality of 
comparable East Asian countries (Indonesia, Malaysia, the Philippines, Singa­
pore, Thailand, and Vietnam) -  would have resulted in an increase of almost 
1 percentage point in average annual GDP growth for the region as a whole. 
This figure would imply an income level that is 50 per cent higher in a period 
of 40 years due to compounding. The gain in growth rate from better gov­
ernance will rise to a 1.5 percentage point difference for the group of MENA 
countries with substantial oil and gas revenues, implying an income level 
81 per cent higher in the same comparable period. Similar results have been 
found by Elbadawi (2002).

Governance and private investment
The influence of the quality of governance on growth works primarily 
through its effect on private business and the capacity to invest. Numer­
ous studies (see World Bank, 2003e) have documented the relationship 
between governance and private sector activity. Businesses react to the 
incentives, costs and constraints that control their business environment 
which, in turn, are influenced by the shaping and implementation of pub­
lic policies. Improved governance produces a better business climate that 
fosters investment, productivity and growth. It reduces the scope for arbi­
trary government policy-making, providing mechanisms that help countries 
to minimize the persistence of policy distortions. By ensuring the public 
accountability of politicians and bureaucrats, better governance also con­
tributes to the effective implementation of economic policies conducive to 
growth.

Better governance also improves bureaucratic performance and predictabil­
ity, reducing uncertainty and the costs of doing business. This enhances the 
business environment. Better governance makes it easier to start new busi­
nesses and to run and expand existing ones. It lowers transaction costs at all 
levels (entry, operation, and exit), reduces information asymmetries between 
business and governments, and lowers uncertainties and unpredictability. It 
does so by protecting and enforcing property rights, curbing burdensome 
administrative and judicial rulings, reducing red tape, ensuring good regu­
latory quality, and improving access to affordable and reliable recourse to 
dispute resolution. By helping ensure more orderly public accountability 
processes, better governance also reduces political risk.
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Figure 3.8 Private investment in the MENA region 
Source: Aysan, Nabli and Véganzonés-Varoudakis (2006).

Better governance contributes to the effective delivery of the public goods 
necessary for productive business. Firms operate in a commercial environ­
ment that depends on many key public goods. And better governance helps to 
ensure that these goods are available in a timely, equitable, and cost-efficient 
manner. Public goods that are essential for a good business environment 
include appropriately regulated public utilities and natural monopolies, a 
stable and prudently regulated financial system, public safety and low crime, 
and good quality health and education. Effective delivery of these and other 
public goods boosts the productivity of private investment and leads to faster 
growth and development.

A recent empirical study by Aysan, Nabli and Véganzonés-Varoudakis 
(2007) quantified the possible impact of better governance on private invest­
ment for a few MENA countries (Egypt, Iran, Morocco, Tunisia). They used 
panel data and a simultaneous equation model for private investment and 
governance indicators to estimate this impact. They found that improved 
governance indicators, in terms of quality of public administration and 
public accountability, equivalent to one standard deviation of observed 
variability would yield about 3.5 percentage points on increase in private 
investment to GDP ratios. For MENA countries this would have increased 
the ratio of private investment to GDP on average from 12 per cent to 
15.5 per cent which is a significant impact.

5 Better governance is critical but how?

Governance is among the more elastic concepts in the social science and
development lexicons (Keefer, 2004a). Definitions tend to include the extent
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to which governments are responsive to citizens and provide them with cer­
tain core services, such as secure property rights and rule of law, and the 
extent to which public sector institutions and processes give government 
decision-makers an incentive to be responsive to citizens.

Good governance requires inclusiveness, transparency and accountabil­
ity in the management of public affairs. The governance challenge in the 
MENA region is to strengthen these incentives, mechanisms, and the capac­
ity for greater accountability and inclusive public institutions and to expand 
allegiance to equality and participation throughout society. Those good 
governance mechanisms which are the first steps towards better economic 
policies are themselves the instruments for improving economic growth.

The previous discussion makes a strong argument that democracy can have 
a positive impact on economic growth if it leads to better governance. But is 
democracy likely to generate good governance and are there alternatives to 
achieving good governance?

From democracy to better governance?
Researchers have developed various arguments that link democracy to the 
quality of governance. The introduction of democratic institutions in the 
form of more political and civil rights, and freedom of the press, among 
others, may or may not be associated with improved governance. On the 
one hand, democracies allow populations to peacefully and regularly oust 
inept, inefficient and corrupt public administrations and to keep more effi­
cient, successful regimes, thus tending to make the quality of governance 
on average higher in the long run. On the other hand, a number of studies 
have noted that the proliferation of interest groups lobbying for power or 
for rents under democratic institutions may lead to policy gridlock, perva­
siveness of clientelism and lack of accountability. This could hinder growth 
prospects.

The empirical literature appears to confirm that stronger democratic insti­
tutions are positively associated with a higher quality of governance, as well 
as with its positive impact on growth (Rivera-Batiz 2002; Keefer 2004a). 
Stronger democratic institutions influence governance by constraining the 
actions of corrupt and inept officials. They also facilitate the activities of 
the press, which can monitor corruption and disseminate information on 
government officials to the public so that they can be held accountable.

But research and experience have uncovered many situations where 
democracy is unlikely to produce better governance. For instance, it has been 
often observed that younger democracies are more corrupt, exhibit less rule 
of law, and lower levels of bureaucratic quality. These young democracies 
spend more on public investment and government workers. The politicians 
are less credible (Keefer, 2005), and the inability of political competitors to 
make credible promises to citizens leads them to under-provide public goods, 
over-provide transfers to narrow groups of voters, and engage in excessive
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rent-seeking. Young democracies seem to require time to mature to generate 
the desirable results.

Democracy may also fail to induce better governance and higher growth 
in MENA because of social cleavage and fragm entation, as discussed above 
in the context of the im portance of political market imperfections. The liter­
ature on  these issues has shown tha t getting democracy right is also affected 
by the extent of social cleavage. Elbadawi (2004) tests for the im pact of social 
cleavage on growth. In his model, social cleavage is measured by indexes of 
(ethnic, cultural or religious) fractionalization and polarization. He finds tha t 
several MENA countries have highly ethnically and/or religiously fractional­
ized societies; including Djibouti, Jordan, Lebanon, Iraq, and Syria. Like other 
authors (Alesina et al. 2003; Easterly and Levines 1997, and Rodrik, 1998), 
Elbadawi finds tha t the conflict variable that measures the social cleavages in 
his model has a negative effect on  growth. The conflict variable was highly 
significant in  the case of ethnic fractionalization and m oderately significant 
for language, religious and dom inant polarizations. In all cases, it was nega­
tively associated w ith long-term stability of growth. The results are m uch less 
robust for the case of the polarization-based conflict. However, ethnic and, 
especially, language polarization were negatively and significantly associated 
w ith long-term growth stability.

This analysis indicates tha t relatively socially hom ogenous societies in 
MENA (Egypt and Tunisia) may be better suited to achieve good gov­
ernance through democracy while less hom ogenous societies in MENA 
(Iraq, Lebanon, Syria) may find it more difficult to  achieve the needed 
socio-political consensus for good governance and good econom ic policy.

Should the goal be just 'better governance'?
If there are risks that democracy does not lead to better governance, that is, 
more transparency, greater freedom of expression and accountability, more 
secure property rights, less corruption, a more efficient civil service and more 
effective public service delivery, what are the implications for the MENA 
region?

One possible implication may be that MENA countries should strive to 
achieve 'better governance' and not bother with seeking democracy. Coun­
tries should try to develop features of good governance such as secure 
property rights, rule of law, efficient and less corrupt government and public 
administration, predictable rules and laws and so on. The economic success 
of authoritarian regimes particularly in Asia, such as China, Taiwan, Singa­
pore and South Korea, and even in some MENA countries such as Tunisia 
and Egypt who achieved relatively high rates of growth over the long run 
suggests that this is possible, and that an adequate quality of governance 
can be secured under such regimes. One might question whether the very 
authoritarian discretion of such regimes actually helped growth by enabling 
the leading parties to push through economic reforms which in a democratic
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setting might have been either slow or impossible to achieve because of the 
need for consensus. This argument would be even more compelling in situ­
ations where there is a high likelihood that democracy would not generate 
better governance because of significant social cleavages.

Many argue that this is not the case and that democracy need not be sac­
rificed on the altar of development. While East Asian countries prospered 
under authoritarianism, many more countries have seen their economies 
deteriorate due to the lack of democracy and accountability -  for example, 
Zaire, Uganda, or Haiti. Such cases abound in MENA with the examples 
of Iraq, Libya or Syria. In addition, some of the most successful economic 
reforms of the 1980s and early 1990s were implemented under newly-elected 
democratic governments in many regions -  for instance Latin America Coun­
tries (LAC) (Bolivia, Argentina, and Brazil) and Europe and Central Asia (ECA) 
[transition economies like Hungary, the Czech Republic, Poland, Slovenia 
and Slovakia among others].

The critical question is whether 'better governance' is more likely to emerge 
under democratic or non-democratic regimes. Some of the previous discus­
sion indicates that democracy leads to better governance, despite the risks 
faced by developing young democracies and countries with significant social 
cleavages. How about non-democratic regimes? Are they able to produce 
governance systems which can enhance the quality of the business environ­
ment, leading to higher investment and sustained economic growth? Rodrik 
(1999) and Rodrik and Wacziarg (2005) have even argued that the perfor­
mance record for democracies is even better than usually acknowledged. 
Claims that democratization leads to disappointing economic results are 
often used to justify calls to delay political reforms in poor, ethnically divided 
countries until they become 'mature enough' for democracy. However, the 
hypothesis that democratization is followed by bad economic performance, 
particularly in poor, fractionalized countries, is not supported by their anal­
ysis. In any event, the cases of 'enlightened dictatorship' appear to be the 
exception rather than the rule in the recent past. Authoritarian regimes may 
only randomly provide high-quality governance and for each case of a non- 
democratic regime which seems to produce better governance and growth 
outcomes one can find many more cases of bad governance and dismal eco­
nomic outcomes. Democracies appear to be more likely to generate better 
governance than non-democratic regimes.

The case of oil-producing countries
Oil rents have shielded many MENA countries from economic crises, but 
they also seem to have helped to reduce the likelihood of the region becom­
ing more democratic (Ross, 2001). At the same time, the economic record 
of mineral-exporting countries over the past few decades, especially oil 
exporters, has been disappointing. Studies such as Eifert, Gelb and Tallroth 
(2003) argue that this performance may be the result of poor public sector
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governance leading to poor oil-revenue management. This phenomenon 
has sometimes been described as 'political Dutch disease' and was noted 
by political scientists in the context of the MENA region. Several authors 
(Wantchekon 2002; Ross 2001; and Lam and Wantchekon 2002) identified 
a positive correlation between resource dependence and authoritarian gov­
ernments controlling for characteristics such as GDP, human capital, income 
inequality and other possible determinants.

But can such regimes generate better governance in the absence of democ­
racy? In fact, a recent study by Collier and Hoeffler (2005) founds major 
differences in the economic performance of autocracies and democracies 
when controlling for natural resource endowments. Richly endowed coun­
tries, such as oil-producing countries, seem to perform better economically if 
they are not restrained by democratic institutions. The underperformance of 
oil-rich democracies is explained by economic policy choice, namely the size 
and quality of investment. In view of the finding by Tavares and Wacziarg 
(2001) that democracies in general tend to under-invest in physical capital 
as they focus more on policies related to human capital development and 
a more equitable society, Collier and Hoeffler conclude that oil-rich democ­
racies not only underinvest but invest badly since they face fewer financial, 
and consequently, political restraints. Resource-rich countries do not need to 
tax so much which results in less scrutiny on their delivery of public services 
by their citizens. Therefore, the key argument is that resource-rich democra­
cies need a distinctively different design which places more importance on 
checks and balances, that is, on instruments which rebalance how power is 
used rather than on mechanisms that determine how power is achieved.

However, the empirical evidence demonstrates that major oil-producing 
countries tend to have lower governance indicators. While they may need 
to have more checks and balances, oil-reliant countries have the worst index 
of public accountability scores. Having the substantial oil and gas revenues 
accrue directly to government budgets means that governments can maintain 
a deficient governance environment as long as they do some redistribution 
and provide public goods to the population. In a situation of 'no taxation, 
no representation' governments face little pressure to improve governance so 
as to increase economic development. The substantial revenue from natural 
resources relieves a government from the need to tax, thus reducing its obliga­
tion to be accountable. In addition, they are able to redistribute a significant 
share of oil revenue through public employment and broad access to cheap 
public services. These two factors -  no taxation and some redistribution -  
mute demands for accountability (World Bank, 2003e). While the presence 
of mineral wealth in a country may not be the cause for a governance deficit, 
it could make it more difficult for good governance institutions to emerge.

Eifert, Gelb and Tallroth (2003) reinforce this conclusion and the impor­
tance of democracy for these countries. They analyse oil-rich regimes in the 
world according to their characteristics, and divide political systems into
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(i) mature democracies; (ii) fractional democracies; (iii) paternalistic autoc­
racies; (iv) reformist autocracies; and (v) predatory autocracies. The study 
concludes that mature democracies have clear advantages in managing oil 
revenues for the long term because of their ability to reach consensus, their 
educated and informed electorates, and the level of transparency that facili­
tates clear decisions on how to use the oil revenues over a long-term horizon. 
Reformist and paternalistic autocracies lack transparency and face the risk of 
oil-led spending being the legitimizing force behind the state, which tends to 
foster corruption as well as creating problems with political transitions. These 
countries tend to be locked in high-spending patterns that are unsustainable 
in the very long term. Fractional democracies lack an effective political system 
to create consensus among competing interests. Finally, predatory autocra­
cies have short-term horizons and the characteristics of kleptocratic regimes 
that syphon money from state coffers, eventually drying up the oil wealth.

6 The 'binding constraint' to growth approach

The previous review of the links between democracy and economic growth 
has relied mostly on work which tries to find systematic relationships from 
cross-country comparisons. While such research finds complex relationships 
and sometimes uncertain results it tends to show the existence of a strong 
positive relationship between democracy and growth, especially if demo­
cratic institutions are designed in such a way as to lead to better governance 
and minimize the possible negative impact of political market failures and 
avoid the risks from social cleavages.

But even with this analytical framework to try to find systematic relation­
ships between democracy and growth Barro and Sala-i-Martin (2003) demon­
strate that a non-linear relationship may exist. Democratization appears to 
enhance growth for countries that are not very democratic, but to retard 
growth for countries that have already achieved a high degree of democ­
racy. This finding applied to MENA countries would mean that democracy is 
important for growth given their present low scores in terms of democratic 
development.

A completely different approach for looking at the relationship between 
democracy and growth is to recognize that expectations of an overall sys­
tematic relationship between democracy and growth are ill-placed. The 
impact of democratization on growth should be country- and time-specific 
and the static search for a stable relationship may be counter-productive. 
Such an alternative way to link democracy and economic growth is to 
use the recently-developed approach of 'binding constraint' by Flausmann, 
Rodrik and Velasco (forthcoming). This approach holds that constraints to 
growth are time- and country-specific. It rejects cross-country findings and 
'one-size-fits-alT solutions as useless tools for studying relationships between
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reforms and economic growth. In that framework, the question is whether 
at a given time and in a given country the 'democracy deficit' as compared 
to other factors may be the binding constraint on growth. For MENA coun­
tries this could imply that democracy did not matter in the past but that it 
may be critical now. It may also imply that there is no general answer to this 
question for the 'region' as a whole, but that one has to be country specific.

The argument for the binding-constraint approach for most countries in 
the region is as follows: low economic growth in the MENA countries is due 
to low private investment, which is itself due to a weak investment climate 
and poor public-sector governance. Major and credible reforms are needed, 
especially in terms of public sector governance and investment climate, in 
almost all countries of the region in order to unlock the growth potential (see 
World Bank 2003a).10 On the other hand, experience shows that after 20 years 
of attempts at reform the depth and scope of such reforms, while they vary 
from country to country, remain limited. Political economy analysis suggests 
that existing political regimes have been unable to generate the required 
reforms (Nabli, 2005). The existing political economy equilibrium favours 
the status quo of low public accountability and the maintenance of prevailing 
economic policies and networks of privilege. In such a situation democratic 
reform may be able to unlock this state of affairs and generate a great political 
and economic transformation which could produce both greater democracy 
and economic growth in the region.

7 Conclusion: striving for democracy in the MENA region?

Democratization yields benefits in terms of individual freedom and empow­
erment that are valued independently of their consequences for growth and 
material wealth. But democratization is also beneficial because democracies 
can: (a) yield long-run growth rates that are more predictable; (b) produce 
greater short-term stability; (c) handle adverse shocks better; and (d) deliver 
better distributional outcomes.

Our review of the literature about the links between democracy and eco­
nomic growth and its application to the conditions of the MENA region leads 
to the conclusion that MENA countries should strive for democratic regimes 
which are sustainable in the sense of having characteristics which make them 
more likely to produce good governance. This means that democratic devel­
opment requires going beyond an electoral process which guarantees free, 
open and competitive elections. These formal democratic processes have to 
be complemented with a number of reforms aimed at:

(i) minimizing imperfections in the political market, with more freedom 
of information and a free press, adequate mechanisms to contain 
clientelism and increased credibility of political promises;

(ii) introducing safeguards and effective checks and balances; and
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(iii) increasing the legitimacy of the democratic transformation.

In cases where there is significant ethnic and or religious fragmentation it 
is vital that the democratic institutions be designed so as to minimize the 
risks of conflict and the emergence of unaccountable government. These 
reforms should ensure or maximize the likelihood that democracy leads to 
better governance and therefore higher economic growth. In such a situation 
one would not have to face short-term trade-offs between democracy and 
economic growth.

This conclusion is reinforced by the 'binding constraint to growth' 
approach. Democracy may not be a 'binding constraint' to growth in the 
strict sense that if it were achieved today it would result in higher economic 
growth in MENA countries. However, one can argue that progress in democ­
racy is probably critical at this stage of the MENA world's history for achieving 
the required transformation which would ensure better governance, more 
accountability, a better investment climate and credible policies for increased 
private sector investment, employment and growth.

Finally, one might argue that while democracy can lead to better gov­
ernance and, therefore, better economic policies and credible reforms, the 
design of such economic reforms may in itself enhance democratic develop­
ment. This should produce a virtuous circle where democratic development 
enhances governance, and economic growth will itself support the consol­
idation of democratic development. For instance, following Acemoglu and 
Robinson (2006), increased economic transparency which improves the rel­
ative incomes of the owners of human and physical capital and greater 
economic equality would enhance the development of democracy.

Notes

1. The MENA region in the World Bank definition includes all Arab countries except 
Sudan, Somalia, Mauritania and Comoros, plus Iran.

2. A recent paper by Gause (2005) reviews the question and challenges the view that 
promotion of democracy in the Middle East would stop generating anti-American 
terrorism.

3. The political regime universe has on one side democracy and on the opposite side 
dictatorship (or authoritarian regimes). Dictatorships are defined here as regimes 
in which political rulers accede to power and maintain themselves in power by 
force. They use force to prevent societies from expressing their opposition to 
rulers' decisions. Because they rule by force, they are vulnerable to visible signs 
of dissent. These opposing political regimes represent different ways of selecting 
rulers, processing and resolving conflicts, and making and implementing public 
policy. In a sense, they are different ways of organizing political lives. As such, 
they are likely to impact people's lives and welfare in different ways.

4. The Polity IV index is produced by the Integrated Network for Societal Conflict 
Research Program of the University of Maryland's Center for International Devel­
opment and Conflict Management (CIDCM)). Polity IV contains coded annual
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information on regime and authority characteristics for all independent states 
(with greater than 500,000 total population) in the global state system and covers 
the years 1800-2003.

5. We thank Daron Acemoglu for providing the transformed Freedom House data.
6. Friedman (2005) provides a useful review and summary of the findings on this 

issue (Chapter 13).
7. Friedrich Hayek (1960) summarized this point by stating that '. . . i t  is in its 

dynamic, rather than in its static, aspects that the value of democracy proves 
itself. As is true of liberty, the benefits of democracy will show themselves only 
in the long run, while its more immediate achievements may well be inferior to 
those of other forms of government.’

8. See Acemoglu et al. (2005).
9. In a recent study by Harber, Razo and Mauer (2003) on the politics of property 

rights the authors challenge the idea that political stability and broader property 
rights are necessary for economic growth, based on Mexican historical evidence. 
They claim that economic growth does not always requires a government that is 
constrained from preying upon property rights, it only needs a government that 
make selective credible commitments to a subset of asset holders.

10. The Middle East and North Africa Region of the World Bank produced four major 
regional reports on the occasion of the World Bank-International Monetary Fund 
Annual Meetings in Dubai in September 2003. These reports -  on trade and 
investment, governance, gender, and employment-are intended to enrich the 
debate on the major development challenges of the region at the beginning of 
the twenty-first century.
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Distance to the Efficiency Frontier 
and Foreign Direct Investment and 
Spillovers*
Klara Sabirianova Peter, Jan Svejnar and Katherine Terrell

1 Introduction

Are firms in the former communist economies converging to the world 
standard? This is the key question in the most challenging economic trans­
formation at the start of this century. While expert opinions differ on what 
constitutes a successful and complete transition, it is generally acknowledged 
that transition economies need to raise their productivity substantially in 
order to catch up with the advanced countries.1 In this chapter, we show 
how much progress has been made in reducing the distance between the 
efficiency of domestic firms and the world technology frontier in two transi­
tion economies -  the Czech Republic and Russia -  and we assess whether the 
presence of foreign firms in these countries contributes to the reduction of 
the productivity gap (either through knowledge spillovers or competition).

Russia and the Czech Republic are desirable model economies because 
they share useful similarities in their initial conditions, yet they represent 
polar cases of the strategy and implementation of the transition. Unlike, for 
instance, Hungary and Poland, Russia and the Czech Republic maintained 
a relatively unreformed centrally planned system until the very end of the 
communist period, thus providing us with 'authentic' initial conditions. Dur­
ing the transition, both countries privatized most of the state assets in a way 
that was both rapid and controversial. Otherwise these economies pursued 
different paths, becoming prototypes of two distinct patterns of the transi­
tion process. The Czech Republic exemplifies the Central European model. 
It opened up to trade and capital flows, developed a relatively functioning 
market economy and gradually established institutions, rules and regulations

* The authors would like to thank Barry Ickes, Josef Brada, Chris Woodruff and partici­
pants at the 2004 EEA meeting in Madrid; the 2004 WDI/CEPR conference in Hanoi; 
the 2004 and 2004 AEA meetings in Atlanta and San Diego for their useful comments. 
We are grateful to Yuriy Gorodnichenko for his stellar research assistance and to the 
NSF (Research Grant SES 0111783) for its generous support.
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that made it eligible, together with other Central European countries, for 
accession to the European Union. Like the other Commonwealth of Inde­
pendent State (CIS) countries, Russia has remained more closed to the world. 
It has changed its laws, regulations and institutions more slowly and without 
attempting to harmonize them with those of the European Union. Hence, to 
the extent that private corporate governance and competition are effective in 
strengthening performance, we should expect firms in the Czech Republic to 
be closing the productivity gap and converging to the frontier more rapidly 
than firms in Russia.

2 Evolution of the productivity gap and distance to 
the frontier
We start by estimating and comparing changes in the levels of productive effi­
ciency of domestic and foreign-owned firms in each of these two countries 
over the 1992-2000 period.2 Specifically, we estimate the following aug­
mented translog production function with panel data on medium-sized and 
large firms in the industrial sector (manufacturing, mining, and utilities) in 
the Czech Republic and in Russia for three consecutive periods: 1992-4 (early 
transition), 1995-7 (middle transition) and 1998-2000 (mature transition):3

In yn = Xitß + Zitp + V,· + eu (4.1)

where yu represents the output (revenue) of firm i in year t, Xu is a vector of 
inputs (in translog specification) and dummy variables for (two-digit level 
ISIC) industries and years, Z,t is a dummy for domestic ownership (with 
foreign ownership serving as the base), v,· are unobserved time-invariant 
firm-specific effects, and e,f is an independently distributed error term, with 
E(v,·) = E(£/t) = E(v,·ε,·() = E(sjt£jS) = 0 for V t > s. We treat domestic firms with 
private, mixed and state ownership as one category since we find in a com­
panion paper that their efficiency is similar (Sabirianova, Svejnar and Terrell, 
2004, henceforth SST, 2004).

Next, for each firm i we calculate firm-specific productive efficiency in 
log points as φι = p + v,·, with E(</>,·) = p and E(v,·) =  0, and we measure how 
far the productive efficiency of domestic firms is from that of the frontier 
firms.4 An important methodological question is how to define the world 
technology frontier. Since in SST (2004) we find that the efficiency of foreign 
firms is above the efficiency of domestic firms at all respective points of the 
two efficiency distributions, in this chapter we use the average level of the 
estimated efficiency of the top third of foreign firms in a given two-digit 
industry as the benchmark for the frontier.5 We believe this is superior to 
the alternative of using firms operating in advanced market economies as 
the benchmark since the latter approach is plagued by comparison problems 
associated with wide exchange-rate fluctuations and different shocks and 
institutions across countries.
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-------- Frontier ----------- 1992-4 1995-7 ---------  1998-2000

Figure 4.1 Distance of domestic firms to the frontier by period
Notes: The frontier is defined as the mean productive efficiency of the top third of foreign owned 
firms in a 2-digit ISIC industry. The efficiency estimates are obtained from the translog production 
function (specified in equation 1) estimated with a random effect estimator for each period sepa­
rately. The (inverse) measure of the firm's distance to the frontier is calculated as the ratio of the 
firm's efficiency to the frontier in its industry. Percentiles are constructed from the distribution of 
the firm-specific distance to the frontier for each ownership type.

We therefore estimate the (inverse) distance from the frontier as the ratio 
of each firm's efficiency to the mean productive efficiency of the frontier 
foreign firms within a two-digit industry in each period. The ratio indicates 
how far a firm is from the efficiency frontier. When the ratio is large (closer 
to 1), the firm is approaching the frontier. Since our measure of productive 
efficiency is in log form, we apply the following exponential transformation:

ai = eXpOPi — <Pk,FOR lö>.6e) (4-2)

where a, is the firm-specific (inverse) measure of the distance to the frontier 
and 9k,FOR\e>.66 is the mean productive efficiency of the top third of foreign 
firms (above the 66th percentile in Θ) in industry k. We use random effect 
(RE) estimates to obtain our measure of productive efficiency.6

In Figure 4.F and Table 4.1 we show for each time period the distribution 
of the domestic firms' distance to the frontier (a;). Two important findings 
emerge: (a) in every period domestic firms in Russia are further away from 
the frontier than domestic firms in the Czech Republic; (b) the distance from 
the frontier has grown from 1992-4 to 1995-7 and it did not change much 
from 1995-7 to 1998-2000. During the period 1998-2000 the efficiency of 
the median domestic firm in the Czech Republic was 37.4 per cent of the 
frontier, whereas it was only 14.6 per cent in Russia. While the top 5 per cent 
of the Czech domestic firms operated at the level of the frontier, the best 
Russian firms were not even close to this level. Even more dramatic is the 
fact that the Russian firm at the 90th percentile was the same distance from 
the frontier as the median Czech firm.

In Table 4.1 we also show the distribution of the distance of foreign-owned 
firms from the frontier. In both countries, the distribution of foreign firms lies



74 The Efficiency Frontier, FDI and Spillovers

Table 4.1 Distance to the frontier by ownership and period

Czech Republic

Percentile

Foreign Domestic

1992-4 1995-7 1998-2000 1992—Í 1995-7 1998-2000

10 0.286 0.218 0.205 0.250 0.186 0.189
25 0.414 0.350 0.346 0.329 0.249 0.263
50 0.612 0.574 0.556 0.445 0.345 0.374
75 0.912 0.856 0.835 0.609 0.493 0.531
90 1.125 1.118 1.109 0.829 0.732 0.766

Russia

Foreign Domestic

Percentile 1992-4 1995-7 1998-2000 1992-4 1995-7 1998-2000

10 0.079 0.077 0.092 0.072 0.048 0.043
25 0.158 0.156 0.167 0.122 0.085 0.083
50 0.278 0.322 0.338 0.195 0.144 0.146
75 0.717 0.673 0.699 0.317 0.230 0.240
90 1.349 1.350 1.324 0.482 0.353 0.371

Note: See notes in Figure 4.1 for definitions.

closer to the frontier than the distribution of the domestic firms. Moreover, 
the distribution of the distance of foreign firms is fairly constant over the 
three periods, although in the Czech Republic there is a slight increase in the 
distance from the first to the second period. However, this increase is not as 
great as that of the domestic firms.

Overall, in both countries domestic firms diverged from the frontier set by 
foreign firms during the first half of the transition and they stabilized this 
enlarged gap but did not succeed in diminishing it during the second half.

3 Effect of foreign presence on the productivity gap
If domestic firms are not catching up to the world efficiency standard in 
general, is it the case that they are converging to this standard in indus­
tries with a greater foreign presence and falling behind in industries with 
a smaller foreign presence, or vice versa? In this section we explore these 
propositions. Moreover, since foreign-owned firms are more technologically 
advanced and globally accustomed to absorbing knowledge, we test if greater 
foreign presence has a positive effect on these firms and a less positive or 
negative effect on the domestic firms.
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Part of the FDI literature argues that foreign firms have beneficial 'spillover' 
effects on the productivity of domestic firms by allowing the latter to observe 
and learn from the introduction of new products and processes to the domes­
tic market (horizontal spillovers).7 Foreign firms may also act as a new and 
large source of demand for inputs, thus stimulating new production in 
upstream activities (vertical spillovers). On the other hand, foreign firms can 
have a negative effect on domestic firms' output and productivity, especially 
in the short run, if they compete with domestic firms and 'steal their mar­
ket'. This may force domestic firms to cut back production and experience a 
higher average cost as fixed costs are spread over a smaller scale of production 
(Aitken and Harrison, 1999). The question is which effects dominate.

Studies of the effect of foreign presence on the productivity of domes­
tic firms use data on domestic firms and include as an explanatory variable 
some measure of foreign presence, usually the share of foreign firms in a 
given industry's output or employment. The evidence from this research is 
mixed. Studies of the same industry (horizontal spillovers) suggest that the 
effect is negative in developing countries such as Morocco (Haddad and Harri­
son, 1993) and Venezuela (Aitken and Harrison, 1999) as well as in transition 
economies such as Bulgaria and Romania (Konings, 2000), the Czech Repub­
lic (Djankov and Hoekman, 1998; Kosova, 2004) and Russia (Yudaeva et al., 
2003). However, Damijan et al. (2003) detect positive horizontal spillovers 
in five of the ten transition countries they examine. The negative effect is 
usually attributed to a low 'absorptive capacity' of domestic firms in the less 
developed countries. It is argued that the larger the technology gap between 
the domestic and foreign firms, the less likely the domestic firms will be 
able to gain from foreign firms; by implication positive spillovers should be 
found in more technologically advanced sectors or in the more industrialized 
countries.8 This latter hypothesis receives some support as Kinoshita (2000) 
finds positive horizontal spillovers in the R&D sector in the Czech Republic, 
while Haskel, Pereira and Slaughter (2007) find evidence of positive spillovers 
on the productivity of domestic plants in the UK.

Unlike the existing studies in this area, we combine data on domestic and 
foreign-owned firms and test whether foreign presence in a given industry 
affects productive efficiency of domestic and foreign firms differently. In par­
ticular, we hypothesize that foreign presence in emerging market economies 
affects positively the efficiency of foreign firms, which are more advanced 
and have a globally developed absorptive (learning) capacity, while having a 
smaller positive or a negative effect on the efficiency of domestic firms, which 
are less efficient and may not yet have developed their absorptive capacity. In 
order to implement this test, we augment the production function specified 
in equation (4.1) by including as explanatory variables the interaction of for­
eign presence with the dummy variables for domestic ownership and foreign 
ownership. We measure foreign presence as the lagged share of foreign firms 
in total output in a given two-digit ISIC industry (FS(_,)f_i).9 This measure is
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Table 4.2 Descriptive statistics of foreign presence for selected years

Czech Republic Russia

Foreign Firms' Average 1992 1996 2000 1992 1996 2000

Share of industrial firms 0.035 0.126 0.307 0.001 0.034 0.056
(0.184) (0.332) (0.461) (0.026) (0.182) (0.229)

Share of total output 0.077 0.214 0.511 0.001 0.030 0.196
(0.266) (0.410) (0.500) (0.031) (0.171) (0.397)

Share of total employment 0.026 0.121 0.336 0.001 0.019 0.115
(0.159) (0.326) (0.473) (0.036) (0.137) (0.319)

No. of firms 1537 2283 2084 16633 17138 15035

Note: Standard deviations are in parentheses.

firm-specific because for each firm we exclude its own output in calculating 
F5(_,-)t_ i. Such a specification helps capture what each firm learns from oth­
ers rather than from itself and it also avoids the bias induced by having the 
firm's own output on both sides of the equation. In addition to estimating 
the average effects over the 1993-2000 period, we also examine how these 
effects change over time by introducing the interaction of the above variables 
with time trend.10

In Table 4.2 we present the summary statistics related to foreign presence in 
the two economies. As may be seen from the table, the three measures of for­
eign presence that we report -  share of the number of industrial firms, share 
of output, and share of employment -  are highly correlated and they all indi­
cate that foreign firms started from a very low share of total economic activity 
and increased their share over time. Moreover, the three variables show that 
throughout the period of our analysis the share of foreign firms is much 
smaller in Russia than in the Czech Republic. For example, the Russian share 
of industrial firms in 2000 is approximately one-fifth of the corresponding 
share in the Czech Republic.

The estimated average (time-invariant) and dynamic (time-varying) effects 
of foreign presence on productive efficiency of domestic and foreign firms in 
a given industry are reported in Panels A and B of Table 4.3, respectively." In 
order to assess the sensitivity of the estimates to the estimation method, we 
report coefficients from pooled OLS, random effects (RE), fixed effects (FE), 
and the two-stage least squares random effect estimator (2SLS-RE).

The last estimator exploits information on supervisory ministries under 
central planning in treating the potential endogeneity of ownership, that 
is, that unobserved firm-specific productivity could determine the type 
of ownership by influencing the governments' decisions to privatize or 
investors' decisions to acquire the firm. Since the ministries had significant
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Table 4.3 The effect of foreign presence on the efficiency gap, 1993-2000

Panel A: Time-invariant effects

Czech Republic Russia

OLS RE FE 2SLS-RE OLS RE FE 2SLS-RE

Domestic -0.275** -0.090** -0 .017 -0.131** -0.820** -0.326** -0.124** -0.635**
(0.023) (0.018) (0.020) (0.029) (0.028) (0.021) (0.024) (0.029)

Domestic* -0 .090 -0.147** -0.137** -0.112** -0.637** -0.674** -0.686** -0 .6 9 5 "
FS,_r (0.046) (0.038) (0.039) (0.041) (0.048) (0.035) (0.035) (0.035)

Foreign* 0.119 0.266** 0.354** 0.335** 0.199 0.432” 0.481** 0.367"
FS(_i (0.071) (0.047) (0.050) (0.055) (0.219) (0.102) (0.104) (0.115)

No. of obs. 18434 18434 18434 15133 136769 136769 136769 125795
R2 0.759 0.740 0.656 0.752 0.681 0.672 0.599 0.690
No. of firms 4313 4313 4313 3777 25594 25594 25594 23899

Panel B: Time-varying effects

Czech Republic Russia

OLS RE FE 2SLS-RE OLS RE FE 2SLS-RE

Domestic -0 .2 7 1 " -0 .1 1 0 " -0 .039 -0 .1 3 0 " -0 .8 0 6 " -0 .2 8 6 " -0 .0 6 6 " -0 .5 8 4 "
(0.024) (0.020) (0.021) (0.031) (0.028) (0.021) (0.024) (0.029)

Domestic* -0 .068 -0 .3 7 1 " -0.383** -0.342** -0.317** -0.209** -0.195** -0.210**
FSt_! (0.088) (0.069) (0.070) (0.076) (0.066) (0.054) (0.054) (0.054)

Domestic* -0 .005 0.041" 0.045" 0.040** -0 .1 0 9 " -0 .1 6 5 " -0 .1 7 6 " -0 .1 7 7 "
FS,_!*f (0.016) (0.010) (0.010) (0.011) (0.024) (0.015) (0.015) (0.015)

Foreign* 0.215 -0 .205 -0 .1 5 0 0.267 -0 .629 -0.794** -1 .1 1 5 " -0 .9 9 8 "
FSf i (0.207) (0.131) (0.134) (0.182) (0.393) (0.207) (0.215) (0.245)

Foreign* -0 .016 0.070** 0.074** 0.011 0.156* 0.211" 0.278" 0.234"
FS(_i*f (0.032) (0.018) (0.018) (0.023) (0.069) (0.035) (0.037) (0.041)

No. of obs. 18434 18434 18434 15133 136769 136769 136769 125795
R2 0.759 0.740 0.657 0.752 0.681 0.672 0.598 0.689
No. of firms 4313 4313 4313 3777 25594 25594 25594 23899

Notes: FS(_i =  the lagged share of foreign firms in total output by 2 -  digit industry and year. Stan­
dard errors are in parentheses (robust in OLS); * significant at 5%; ** significant at 1%. The estimates 
are obtained from the translog production function specified in equation (1) and which includes 
industry dummies, year dummies, f is time trend, with t -  0 in 1993. RE -  random effects estimator, 
FE -  fixed effects estimator, and 2SLS-RE -  two stage least squares random effect estimator, with 
ministries under central planning as instruments for all ownership variables.

control over the extent and process of privatization, the ministry dummy 
variables are correlated with (and hence are good predictors of) the owner­
ship variables. We use ministry categories and the one-year lagged X's and 
Z's to estimate the binary (probit) ownership model for each ownership type:

P(Z’t = = Gj(Xt-i, (4.3)
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where / indicates the ownership type (domestic and foreign) and M is a vector 
of ministry categories. We next use the fitted probabilities from the probit, 
Gij, as instruments for ownership categories in the two-stage least squares 
random effects estimator. These predicted probabilities have several useful 
properties as instruments for binary endogenous variables (see, Wooldridge, 
2002, pp. 621-33). The IV estimator is asymptotically efficient, the fitted 
probabilities stay within [0,1] range, and the first stage equation need not be 
correctly specified.

As may be seen from panel A of Table 4.3, all four methods yield the same 
pattern of key results with respect to the average effect of foreign presence 
over the 1993-2000 period: productive efficiency of domestic firms declines 
with greater presence of foreign-owned firms in both countries and the neg­
ative spillover is much larger in Russia than in the Czech Republic. Over 
this period, a 10 percentage point increase in the foreign share of output 
in an industry reduces efficiency of domestic firms between 10.6 per cent 
and 13.7 per cent in the Czech Republic and between 47.1 per cent and 50.1 
per cent in Russia, depending on the estimate.12 Conversely, foreign-owned 
firms experience positive spillovers from greater presence of foreign-owned 
firms in their industry in both the Czech Republic (around 30.5 per cent to 
42.5 per cent) and Russia (around 44.3 per cent to 54.0 per cent).

The time-varying effects, reported in panel B, indicate that the underlying 
dynamics varies across the two countries. Except for some OLS estimates, the 
effect of greater foreign presence on domestic firms is (a) negative, but becom­
ing less so over time in the Czech Republic, and (b) negative initially and 
becoming increasingly negative over time in Russia. The time-varying effects 
on foreign firms suggest that greater foreign presence has (a) an insignificant 
initial effect that becomes positive over time in the FE and RE estimates but 
remains insignificant in the OLS and 2SLS-RE estimates in the Czech Repub­
lic, and (b) a negative initial effect that becomes positive over time in Russia.

4 Concluding remarks
Neither the Czech (Central European) nor the Russian (CIS) model of transi­
tion has enabled domestically owned firms to converge to the technological 
frontier set by the most efficient foreign-owned firms. In both countries, the 
distance of domestic firms to the frontier grew from 1992-4 to 1995-7 and 
remained about the same from 1995-7 to 1998-2000. On the other hand, 
the average distance was much greater in Russia than in the Czech Republic.

In both of these economies, greater presence of foreign firms in a given 
industry is estimated to have a negative average effect on the productive 
efficiency of domestic firms in that industry, but the effect is positive on 
the efficiency of other foreign-owned firms. This result parallels the finding 
of SST (2004) that, both in the Czech Republic and Russia, foreign firms 
that are closer to the technological frontier have a higher probability of
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improving their performance than foreign firms that lag further behind, 
but that domestic firms have approximately the same probability of moving 
closer or farther from the frontier irrespective of their initial position.

Our dynamic estimates of the spillovers indicate that in the Czech Republic 
the negative spillover effect on domestic firms is alleviated over time, while 
in Russia the negative spillover effect becomes stronger over time. These find­
ings suggest that in emerging market economies the hypothesized positive 
spillover (a) applies to foreign-owned firms, which are relatively more effi­
cient and prepared in terms of their absorptive capacity than local firms, 
(b) is negative but reversible among domestic firms in countries that open 
up and gradually adopt market-oriented and enforceable institutional and 
legal framework, and (c) is increasingly more negative on domestic firms in 
countries that are more technologically backward, have opened up less to 
trade and foreign competition, and have not carried out fundamental legal 
and institutional reforms.

The implication of our findings may be extended further if one takes into 
account the findings of a parallel study of UK manufacturing by Griffith, 
Redding, and Simpson (2002), whose estimates suggest that there is conver­
gence to the frontier and that increased foreign presence within an industry 
raises the speed of convergence to the technological frontier. Taken together, 
these findings for the Czech Republic (CEE), Russia (CIS) and the UK (EU) 
are consistent with the notion that the spillovers from foreign presence are 
positive for all firms in relatively advanced economies, but that in the less 
developed economies they are positive only for foreign-owned firms and may 
be (increasingly) negative for domestic firms. Overall, our results suggest that 
future research needs to examine carefully the differential effects that glob­
alization may have on local and foreign owned firms in both the advanced 
and emerging market economies.

Notes
1. For example, see Brown (1999) for different views on the end of transition from 

the symposium on this topic.
2. This part of our analysis relates to Aghion et al. (2004), who developed a model 

showing that firm responses to liberalization are likely to be heterogeneous, with 
technologically more advanced firms more likely to respond by investing in new 
technologies and production processes. Their empirical analysis of Indian firms 
revealed that deregulation of entry elicited heterogeneous performance responses 
in the same three-digit sector but located in different states of India.

3. Our sample is comprised of industrial firms with more than 100 employees at any 
point in time. We used data on 1,537 to 2,970 firms a year for the Czech Republic 
and 15,035 to 19,209 firms in a given year for Russia. For a detailed description 
of the data and our methodology, see Sabrianova, Svejnar and Terrell (2004).

4. The idiosyncratic errors (eif) are excluded from the definition of firm-specific pro­
ductive efficiency in order to reduce the effect of transitory productivity shocks



80 The Efficiency Frontier, FDI and Spillovers

and statistical noise. To allow for the time variation in productive efficiency, the 
estimates are performed within the three-year sub-panels defined above.

5. The results are similar if one takes other percentage benchmarks (for example, 10 
or 20 per cent). Note that smaller percentages, especially at the level of two-digit 
industries, are likely to contain more measurement error.

6. The results are not very different from those that would be obtained with fixed 
effect or two-stage least square random-effect estimators (SST, 2004).

7. Domestic firms can learn about the foreign firms' management style, technology 
and marketing techniques in many ways: from observation, from employees who 
worked in these firms and so on.

8. The reverse hypothesis, that firms with a larger technology gap gain more from 
a foreign presence, was put forward by Findlay (1978).

9. We used the lagged value of foreign presence since spillovers may take time 
to materialise. By using the lagged value we avoid the potential problem of 
endogeneity, that is, that foreign firms are attracted to industries with highly 
productive domestic firms. The panel estimates that control for unobserved firm 
heterogeneity are also likely to reduce a potential endogeneity bias.

10. Since we are using a lagged variable, we excluded the 1992 data from the analysis.
11. Due to space constraints, we present only the coefficients of the variables 

of interest. The underlying coefficients on inputs of the translog production 
function display concavity and monotonicity at the geometric means of the 
variables.

12. We have converted the coefficients in Table 4.3 into percentages with the formula: 
expGS—1).
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A Portrait of the Chinese 
Entrepreneur
Simeon Djankov, Yingyi Qian, Gérard Roland and 
Ekaterina Zhuravskaya*

1 Introduction
It has been increasingly recognised that entrepreneurship plays a crucial role 
in successful economies. The Schumpeterian approach to growth (Aghion 
and Howitt, 1997) advances the view that entrepreneurial dynamism is the 
key to innovation and growth. A growing body of research also empha­
sizes the role of entrepreneurs and the development of a vibrant small 
and medium-sized enterprise sector in the process of economic develop­
ment (World Bank, 2003). Understanding the factors that enable or hinder 
entrepreneurial activity is thus at the heart of our research.

Paradoxically, entrepreneurship is an under-researched topic in the social 
sciences, especially in economics. It was not always so. Schumpeter (1934) 
discusses the role of the entrepreneur in the process of economic develop­
ment at length. He imagines the entrepreneur as a creative, driven individual 
who finds 'new combinations of [factors] of production' to develop a new 
product, corner a new market, or design a new technology. Schumpeter spec­
ulates about the psyche of the archetypal entrepreneur: he is motivated by a 
'dream to find a private kingdom, or dynasty ... [driven by] the impulse to 
fight, to prove oneself superior to others, to succeed for the sake o f ... success 
itself'.

In mainstream economics, however, entrepreneurship has never played a 
central role. For decades, the main focus of economics has been on the alloca­
tion of resources and how this is achieved by markets or by governments. It is 
only recently with the revival of interest in the question of economic growth 
that Schumpeter's views have acquired greater salience. Empirical research 
on entrepreneurship in economics is surprisingly limited.1

In a broad sense, there are three distinct perspectives on entrepreneurship 
in the social sciences. The first is the institutional perspective emphasized by

* We thank Xiaolu Wang and Irina Levina for their excellent research assistance, and 
the international Finance Corporation for financial support.
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economists and political economists. This focuses on the role of economic, 
political, and legal institutions in fostering or restricting entrepreneurship in 
different countries at various times. Particularly relevant institutional con­
straints are seen in two aspects. One aspect has to do with the credit market 
in financing entrepreneurial activities. For example, a major body of research 
in economic development stressed the role of credit constraints making it 
impossible for the poor to borrow to set up their own businesses (Banerjee 
and Newman, 1993). Another aspect dealt with security of property rights 
in providing the right incentives for entrepreneurs. For instance, the litera­
ture on transition from socialism to capitalism emphasized the importance 
of institutions securing property rights (for example, Johnson, McMillan and 
Woodruff, 2002; Roland, 2000, Che and Qian, 1998) and the nefarious role of 
predatory behaviour by government bureaucrats (Djankov et al., 2002), and 
organized crime (Frye and Zhuravskaya, 2000; Roland and Verdier, 2003). 
Security of property rights is also an increasingly important theme in the 
development literature (Acemoglu, Robinson and Johnson, 2002; De Soto, 
2000; Besley, 1995).

The second perspective focuses on the sociological variables that shape 
entrepreneurship. Sociologists have long emphasized the role of values 
(Cochran, 1971) and social networks (Young, 1971) in promoting or dis­
couraging entrepreneurial activities. Social networks work through a variety 
of channels, such as family, relatives, friends, or social groups in general.

The third perspective on entrepreneurship emphasizes the individual char­
acteristics of entrepreneurs. For example, psychologists have hypothesized 
about the psychological traits associated with entrepreneurs -  such as a 
personal need for achievement (McClellan, 1961), belief in the effect of per­
sonal effort on outcomes (McGhee and Crandall, 1968; Lao, 1970), attitudes 
towards risk and individual self-confidence (Liles, 1974). Personal charac­
teristics of entrepreneurs are also a major theme of recent work by Lazear 
(2002), who used the survey data from Stanford University MBA graduates 
and found that those with more jobs and shorter job tenure before graduate 
school were most likely to become entrepreneurs afterwards. He concludes 
that individuals who become entrepreneurs have a special ability to acquire 
general skills, which they then apply to their own businesses.

The current project studies entrepreneurship from these three perspec­
tives using a new data set to be collected from several developing countries, 
including some countries in transition from socialism. Our general plan is 
to conduct surveys in five large developing countries located in all major 
continents -  Brazil, Russia, India, Nigeria, and China, or BRINC for short. 
There are several reasons why we chose to study entrepreneurship in these 
countries. First, they are among the largest emerging economies in the world 
and are located in all major continents. In particular, Brazil, Russia, India 
and China are currently perceived as the world's major growth engines. 
Second, entrepreneurship is only emerging in transition economies (and it



84 A Portrait o f the Chinese Entrepreneur

is very unequally developed in developing countries) so we can observe out 
of steady-state phenomena and glimpse the development of entrepreneur- 
ship. From that perspective, the study of entrepreneurship in those countries 
might be more revealing than if conducted in advanced industrialized coun­
tries where the development of entrepreneurship has generally been more 
successful, is more in steady state and exhibits less variation. Third, because 
these are large countries, we are able to exploit substantial regional varia­
tions in institutions and culture within those countries. Identical questions 
asked across these different countries also allow us to make cross-country 
comparisons and to draw broad conclusions for developing countries as a 
whole.

Our surveys cover both entrepreneurs and non-entrepreneurs in order to 
understand how these groups differ in terms of their individual characteris­
tics, skills, education, intellectual and personality traits, family background, 
social origins, social networks, values and beliefs, and in their perception of 
the institutional, social and economic environment businesses face.

In this chapter we report some initial observations from a pilot survey 
conducted in China in 2003-4.

What are the main results from this pilot study? Interestingly, we find 
suggestive evidence that social network effects play a major role in determin­
ing entrepreneurial behaviour: individuals whose relatives and childhood 
friends are entrepreneurs are more likely to be entrepreneurs themselves -  
although this result should be interpreted with caution because of the likeli­
hood of well-known omitted variable biases in the estimation of social effects 
(see Manski, 1993). Finally, individual characteristics such as greed and will­
ingness to take risks are also important determinants of entrepreneurship, 
echoing the claims of Schumpeter and others. These preliminary findings 
are similar to those found in our pilot study of Russia (Djankov et al, 2005) 
where social networks played an important role.

The rest of the chapter is organized as follows: Section 2 describes the survey 
data collection; and Section 3 presents summary statistics on the differences 
between entrepreneurs and non-entrepreneurs in China. Section 4 reports 
probit and logit analysis on variables associated with entrepreneurship. 
Section 5 concludes.

2 The survey
The pilot study was carried out in Beijing and six other cities in three different 
regions of China: in Wuhan and Huanghi in Hubei Province; in Guangzhou 
and Zhongshan in Guangdong Province; and in Xi'an and Baoji in Shaanxi 
Province.

Three surveys were conducted. We first surveyed a random sample of 414 
entrepreneurs -  50 to 53 in each of the six regional cities and 108 from Beijing
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in autumn 2004. An entrepreneur was defined as the owner or co-owner of 
a business with five or more employees.

Early in 2005, an additional 454 non-entrepreneurs -  from 53 to 59 in each 
of the smaller size cities, and 116 in Beijing -  were interviewed using a simi­
lar survey. Respondents were chosen randomly conditional on matching the 
age, gender and educational attainment of entrepreneurs from the first sur­
vey. In other words, the proportion of men, women, people at various ages 
and with different levels of educational attainment are near-identical in the 
two surveys. We opted for this approach to ensure that broad demographic 
differences between entrepreneurs and non-entrepreneurs were not driving 
the results, but rather other factors. In addition to the non-entrepreneurs 
'matched' to the demographic characteristics of the entrepreneurs, 107 
additional non-entrepreneurs were also surveyed without regard to their 
demographic characteristics (from 19 to 13 in each of the six cities and 17 in 
Beijing).

Finally, a short survey was run among a random sample of 1,275 respon­
dents (with the same breakdown across cities) asking nine questions about 
their personal characteristics, including whether or not they were an 
entrepreneur or self-employed. These data allow us to roughly determine 
the proportion of entrepreneurs across the study sites. Throughout the 
empirical analysis, the observations were weighted with weights equal to 
the inverse of the probability for a particular respondent (entrepreneur or 
non-entrepreneur) to get into our sample. The weights reflect differences in 
entrepreneurship, age, gender, and education across cities in the population, 
as well as the city size.

The limited number of cities and regions in the pilot study makes it dif­
ficult to generalize about the impact of regional institutional and cultural 
differences on entrepreneurship.

3 How do entrepreneurs compare to non-entrepreneurs?
Table 5.1 lists means for a number of variables for entrepreneurs and non­
entrepreneurs. For the latter, we use conditional means controlling for age, 
gender, education and city dummies.2 In terms of individual characteristics, 
the major difference that stands out is the difference in the willingness to 
accept a risk-neutral gamble: accept either (1) win $10 with probability V2 

and lose $10 with probability V2 or (2) win $20 with probability V2 and lose 
$20 with probability V2 -  90 per cent of entrepreneurs in China responded 
yes (compared to 57 per cent of non-entrepreneurs). There is thus more than 
a 30 per cent difference in response between both groups. We do not find 
important differences in either cognitive scores or excellence in education. 
Intriguingly, only 29 per cent of entrepreneurs mentioned taking part in 
sports, compared to 81 per cent for non-entrepreneurs. Entrepreneurs viewed 
themselves as richer than average and this was reflected in their consumption
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patterns; they spent less of their income on food, owned more consumer 
durables and were more likely to own a car.

In terms of their family background, the parents of entrepreneurs do not 
have a higher level of education than non-entrepreneurs but they were 
more likely to have been bosses or directors and were richer than aver­
age. Interestingly, while fathers of entrepreneurs were not more likely to 
have been members of the Communist Party, mothers were less likely to 
have been party members. An important difference between entrepreneurs 
and non-entrepreneurs relates to the number of entrepreneurs in the fam­
ily or among childhood friends. Entrepreneurs had nearly three times more 
entrepreneurs in their family (parents, aunts or uncles, siblings and cousins) 
than non-entrepreneurs. Respondents were asked to name five childhood 
and adolescence friends and then to report on how many of these five 
became entrepreneurs. The difference in response for entrepreneurs and non­
entrepreneurs was striking: the answer is 0.84 for childhood friends and 1.265 
for adolescence friends among entrepreneurs compared to 0.55 and 0.44 for 
non-entrepreneurs.

Entrepreneurs also differed in terms of labour-leisure preferences. Respon­
dents were asked whether they would retire if they received a windfall 
income of 100 or 500 or 5,000 times the annual per capita GDP of the 
country. Entrepreneurs were much less likely to respond positively than non­
entrepreneurs. The main reason is that entrepreneurs want to earn more 
money (70 per cent of those who did not want to retire if earning above 5,000 
times GDP per capita mentioned it as a motivation compared to 43 per cent 
for non-entrepreneurs who would not retire for the same amount). Among 
other motivations, entrepreneurs do not believe that their work serves a use­
ful purpose compared to non-entrepreneurs but work satisfaction was cited as 
a motive by about three-quarters of all respondents, whether entrepreneurs 
or not. While entrepreneurs did not perceive themselves happier (92 per cent 
against 91 per cent), they considered that they were successful in life (64 per 
cent against 43 per cent).

Respondents were asked questions about values and beliefs. We did not 
find big differences with two important exceptions. Work was more impor­
tant for entrepreneurs (80 per cent against 63 per cent) and they valued 
political freedom much more (73 per cent compared to 28 per cent for 
non-entrepreneurs). Answers to questions about social norms differ in some 
respects. Entrepreneurs consider bribing to be more justifiable. Intriguingly, 
they consider shirking at work more justifiable and wrongly think that other 
people should agree. Questions on trust did not deliver many different 
answers except for the -  perhaps not surprising -  result that entrepreneurs 
place greater trust in other businessmen and their subordinates.

Questions on the individual perceptions of institutional environment were 
also asked. Interestingly, controlling for city-level differences, entrepreneurs 
have a more positive perception of local government's attitude towards
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entrepreneurs than non-entrepreneurs, but this is reversed when it comes 
to the central government. Note, however, that about 80 per cent of 
entrepreneurs consider that different levels of government are favourable 
towards entrepreneurs. Entrepreneurs would also be more likely to go to court 
if abused by a government official. This reveals that entrepreneurs perceive in 
general government to be favourable towards entrepreneurship. If the insti­
tutional environment were the same for all (potential) firms in each city, 
this could be interpreted as evidence for the importance of perceptions for 
the choice to become an entrepreneur: those who have lower perceptions 
chose not go into entrepreneurship since we control for city-level variation. 
Interestingly, on perceptions of crime levels, when asked if business peo­
ple are subject to theft of property, one has less positive answers among 
entrepreneurs.

We also asked questions related to problems in doing business. In gen­
eral, entrepreneurs responded less pessimistically than non-entrepreneurs. 
The most serious problems cited by entrepreneurs were the difficulty of rais­
ing outside finance (mentioned by 25 per cent) followed by non-transparent 
mles of the game (21 per cent), government regulations (19 per cent) and 
corruption (17 per cent).

To summarize this section, the main differences we found between 
entrepreneurs and non-entrepreneurs is that entrepreneurs are more willing 
to take risks, have more entrepreneurs in their family and among childhood 
friends, value work highly and have high wealth aspirations. They also have 
in general a more positive opinion of local government's attitude towards 
entrepreneurs.

4 Determinants of entrepreneurship and business expansion

To understand the determinants of entrepreneurship, we focus on variables 
that can plausibly be considered exogenous to the decision to become an 
entrepreneur.

The first three columns of Table 5.2 present some multivariate probit regres­
sions where the dependent variable takes a value of 1 if the respondent is an 
entrepreneur and 0 otherwise. We find again that the social network vari­
ables (having family members and childhood friends as entrepreneurs) are 
strongly associated with entrepreneurship. Making a causal claim about the 
effect of social interactions using cross-sectional survey data of this sort is 
problematic because of the likely omitted variables (for instance, external 
factors that influence various members of a social group). So we should inter­
pret the results cautiously and do not claim more than a robust correlation 
at this stage. Note that risk-loving and greed are also significant. Having a 
mother who is a member of the Communist Party has a significant negative 
effect in columns 1 and 3. Note also the positive coefficient on height. In col­
umn 4, we use the number of years as entrepreneur as a dependent variable.
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Table 5.2 Entrepreneurship and entrepreneurial experience

Dependent variable

Years as
Entrepreneurship indicator entrepreneur
variable, Probit OLS

Father had higher education 0.018 0.009 0.005 0.564
[0.046] [0.023] [0.020] [0.282]*

Father was a boss or director 0.06 0.011 0.011 0.111
[0.036]* [0.025] [0.022] [0.445]

Mother was a boss or director 0.07 0.091 0.081 0.498
[0.045] [0.059] [0.059] [0.337]

Mother was a party member -0.047 -0.019 -0.021 -0.467
[0.012]*** [0.012] [0.012]* [0.120]***

Family members entrepreneurs 0.041 0.013 0.012 0.566
[0.006]*** [0.007]* [0.007]* [0.112]***

Friends entrepreneurs 0.036 0.029 0.031 0.564
(from the last place of study) [0.008]*** [0.008]*** [0.010]*** [0.094]***

Cognitive test score 0.004 0.003 0.004 0.031
[0.011] [0.005] [0.005] [0.059]

Height 0.003 0.001 0.001 0.016
[0.000]*** [0.001]** [0.000]** [0.011]

Risk-loving 0.077 0.078 0.661
[0.007]*** [0.006]*** [0.141]***

Top 10% in secondary school -0.007 -0.007 -0.012
(self-reported) [0.010] [0.010] [0.118]

Greed 0.142 0.141 1.329
[0.028]*** [0.027]*** [0.216]***

City population perceived 0.009 0.144
favourable towards [0.0081 [0.1061
entrepreneurs

Government perceived 0 -0.174
favourable towards [0.004] [0.040]***
entrepreneurs

Observations 851 843 802 785
R-squared 0.2

We find essentially the same variables playing a significant role except that 
the father having a higher education enters positively and the experience as 
entrepreneur is negatively associated to the perceived attitude of government 
towards entrepreneurs.

Interestingly, the surveys carried out among non-entrepreneurs allowed 
us to sample former entrepreneurs and people who considered becoming 
an entrepreneur, but in the end decided not to do so. Note that in both 
cases, while social network variables remain significant (although family
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entrepreneurs were not significant for failed entrepreneurs), greed and risk­
taking are not significant. This could suggest that social networks have an 
effect on the decision to become an entrepreneur but that risk-taking and 
greed are necessary for success and drive. Another reason why these regres­
sions are interesting is that one might fear that the friend entrepreneur 
variable is endogenous since entrepreneurs who are in frequent contact with 
other entrepreneurs might first remember their entrepreneur friends. The 
positive coefficient of that variable in the regression for former entrepreneurs 
is reassuring from that point of view since their memory is less likely to be 
biased.

Another issue is that there are different types of business owners who 
became entrepreneurs to varying circumstances. We asked respondents ques­
tions about those circumstances. The two major categories that come out 
are what we call entrepreneur by opportunity and entrepreneur by necessity. The 
former became business owners because they seized a business opportu­
nity. They are the true entrepreneurs in the Schumpeterian sense. The latter 
became business owners primarily because they lost their job or because of 
economic decline in their previous sector. Note that other motives for becom­
ing entrepreneur such as having obtained money play a relatively minor role 
in the response to that question. Table 5.3 reports probit analysis as well as 
multinomial logit on these two different types of business owner. The results 
are much the same as for entrepreneurs in general with a few exceptions. 
Family is not significant for the entrepreneur as regards opportunity. The 
main variables are friends, risk-loving and greed. For the entrepreneur by 
necessity, the family variable is significant and the higher education of the 
father has a negative coefficient.

Table 5.4 looks at the sales growth of entrepreneurs' firms. Column 1 
presents the results of a probit regression for those entrepreneurs who had a 
positive sales growth and the next three columns are simple OLS regressions 
of a discrete variable that equals 1 if past year's sales growth was below 0 per 
cent, 2 if it was between 0 and 5 per cent, 3 if it was between 6 and 10 per 
cent, 4 if 11 to 20 per cent, 5 if growth was above 20 per cent on a number of 
dependent variables. Apart from the variables used in previous tables, we also 
control for the sector and for size of business, measured by the log number 
of employees. We note that the family entrepreneur variable comes out sig­
nificantly positive in all regressions. This is interesting because it shows not 
only that family matters for the choice to become an entrepreneur but also 
for enterprise expansion. The current survey instrument does not permit to 
find out the precise channels through which family matters. Family might 
not only influence values, transmit idiosyncratic skills for entrepreneurship, 
provide moral encouragement but also provide money to start and expand 
the enterprise.

Table 5.5 takes a more direct look at the sources of financing entrepreneurs 
and the obstacles to becoming an entrepreneur. We see from Table 5.5a that
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Table 5.4 Enterprise growth and expansion

Probit OLS

Sales growth Sales Sales Sales
dummy growth growth growth

Father had higher education -0.221 -0.328 -0.385 -0.308
[0.077]*** [0.171] [0.174]* [0.169]

Father was a boss or director -0.011 -0.156 -0.162 -0.213
[0.090] [0.172] [0.176] [0.162]

Mother was a boss or director -0.167 -0.443 -0.453 -0.439
[0.138] [0.338] [0.346] [0.394]

Mother was a party member -0.109 0.097 0.122 0.152
[0.156] [0.314] [0.328] [0.385]

Family members entrepreneurs 0.088 0.225 0.218 0.227
[0.032]*** [0.066]** [0.072]** [0.086]**

Friends entrepreneurs -0.004 -0.066 -0.054 -0.058
(from the last place of study) [0.020] [0.034]* [0.033] [0.045]

Cognitive test score -0.031 -0.04 -0.041 -0.035
[0.038] [0.045] [0.047] [0.071]

Height 0.008 0.005 0.006 0.005
[0.005] [0.007] [0.007] [0.008]

Risk-loving 0.157 0.109 0.128
[0.120] [0.243] [0.235]

Top 10% in secondary school 0.118 0.164 0.18
(self-reported) [0.057]** [0.099] [0.100]

Greed 0.134 0.241 0.223
[0.032]*** [0.109]* [0.143]

City population perceived -0.03 -0.121
favourable towards entrepreneurs [0.092] [0.244]

Government perceived 0.035 0.109
favourable towards entrepreneurs [0.021]* [0.024]*’*

Business size 0.08 0.163 0.176 0.184
[0.013]*** [0.027]*** [0.031]*** [0.032]***

Observations 340 354 353 340
R-squared 0.19 0.2 0.22

Note: Robust standard errors in brackets.

the main source of financing for both start-ups and expansion of firms is 
retained earnings (respectively 57 per cent for the former and 70 per cent 
for the latter). Loans or investment from relatives play a role only for 12 
per cent of start-ups and 5 per cent of expansions and loans from friends 
account for 6 per cent of start-ups and only 4 per cent of expansions. Note 
that while bank credit accounts for only 4 per cent of start-ups, it finances 
13 per cent of expansions. This suggests strongly that liquidity constraints 
play a big role at the start-up level. Table 5.5b asks about the main reason
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Table 5.5 Financing Chinese entrepreneurs

a. The main source of finance for start-ups and for expansion of existing business

Start-ups (414 obs.) Expansion (198  obs.)

Personal savings/retained earnings % 57 70
Loan or investment from relatives % 12 5
Loan or investment from friends % 6 4
Bank credit % 4 13
Government subsidy or grant % 0 1
Other sources % 21 8

b. What is the main reason why your thoughts did not realize in an actual business?
Did not find money % 58
Did not find a good project % 14
Too risky % 12
For personal reasons % 5
Bureaucratic constraints and corruption % 4
I had / found better paid job 2
Other 5

c. What is the main reason why you have never seriously thought of 
becoming an entrepreneur?
Would not have been about to find money % 29
Do not have appropriate skills % 24
Satisfied with current job % 21
Entrepreneurship is too risky % 15
For personal reasons % 4
Would not like entrepreneurship as an activity % 4
Unfavourable economic environment % 3
Entrepreneurship is not prestigious % 0

Notes: Table 5.5b covers respondents who seriously considered becoming entrepreneurs but 
faired to start a business (54 observations). Table 5.5c covers respondents who never considered 
becoming an entrepreneur (402 observations).

those who seriously thought of becoming an entrepreneur chose not to do 
so. By far the most important reason that comes up is that they did not find 
the money (58 per cent). Only 14 per cent responded that they did not find 
a good project and 12 per cent that too much risk was involved. In Table 
5.5c, we asked non-entrepreneurs why they had never thought of becoming 
an entrepreneur. The most important reason mentioned was that they would 
not have been able to find the money (29 per cent) but it is closely followed by 
'Do not have the appropriate skills' (24 per cent) and 'Satisfied with current 
job' (21 per cent). So, while liquidity constraints seem to play an important
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role for those who seriously considered becoming an entrepreneur, it was 
only one among others for other respondents.

5 Conclusions

Preliminary results suggest that the determinants of entrepreneurship in 
China are multiple. Chinese entrepreneurs like to take risks and are greedy. 
Social network effects -  having entrepreneurs in the family and among one's 
friends -  appear important for the decision to become an entrepreneur. Cul­
tural differences do not seem to play a key role, even though there are some 
notable differences between entrepreneurs and non-entrepreneurs, including 
their self-expressed work ethic. Credit constraints appear to play an impor­
tant role in discouraging people from starting or expanding an enterprise, 
but they are only one factor among others.

The current survey does not allow us to differentiate the precise chan­
nels through which social network effects influence the choice to become 
an entrepreneur. Could there be hidden characteristics in entrepreneurial 
families that produce a sorting effect to create clusters of social networks of 
entrepreneurs? Are there peer effects? To the extent that there are network 
effects, what are these about? Do they merely alleviate credit constraints? Do 
they serve to encourage and create herding effects? Are they the locus for the 
exchange of business information and skills that have significant value for 
entrepreneurs? We are refining our survey to give a better answer to those 
questions. In addition, the data from the Chinese pilot study were insuf­
ficient to evaluate the effect of institutional variables on entrepreneurship 
because of too few town-level observations. One of the tasks of the larger 
survey is to compare the importance of individual and institutional effects.

Notes
1. There exists a large literature on entrepreneurship in the management literature 

devoted mostly to advanced industrialized countries but it often lacks both theory 
and rigorous empirical analysis

2. It is important to note that all the main results from the comparison of means are 
robust to adding a control for the current wealth of the individual.
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A Gain with a Drain? Evidence from 
Rural Mexico on the New Economics 
of the Brain Drain*
Steve Boucher, Oded Stark, and J. Edward Taylor

1 Introduction

Recent theoretical work suggests conditions under which a positive prob­
ability of migration from a developing country stimulates human capital 
formation in that country and improves the welfare of migrants and non­
migrants alike (Stark et al., 1997, 1998; Stark and Wang, 2002). This 'brain 
gain' hypothesis contrasts with the received, long-held 'brain drain' argu­
ment, which stipulates that the migration of skilled workers depletes the 
human capital stock and lowers welfare in the sending country (Usher, 1977; 
Blomqvist, 1986). The 'brain gain' view is that a strictly positive probability of 
migrating to destinations where the returns to human capital are higher than 
at origin creates incentives to acquire more human capital in migrant-sending 
areas.

If there are positive education externalities, as modeled by Stark and Wang 
(2002), then, in the absence of a prospect of migration, the optimal level 
of human capital that individuals choose to form falls short of the socially 
optimal level of human capital. In this case, migration could conceivably 
nudge the level of investment in human capital towards its socially optimal 
level.

A helpful step towards assessing the validity of the brain gain hypothesis is 
to conduct an empirical examination of the relationship between the proba­
bility of migration and education in migrant-sending areas. Using data from 
37 developing countries, Beine et al. (2001) tested the hypothesis of Stark 
et al. (1997, 1998) and of Stark and Wang (2002) and found evidence that 
the migration of highly-educated individuals from developing countries has 
a positive impact on aggregate human capital formation in those countries. 
While providing some support for the brain gain hypothesis, the value of 
the study by Beine et al. is limited by the use of aggregate cross-sectional

* We are indebted to Walter Hyll, Ewa Kepinska, and Aaron Smith for helpful advice 
and enlightening comments.
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data, which requires working with restrictive assumptions, as well as by its 
use of migration instruments to address migration endogeneity. To date, no 
study has tested the brain gain hypothesis either at the micro level or using 
a dynamic econometric model.

The objective of the present chapter is to help fill in this void using house­
hold data from rural Mexico. Specifically, we seek to test the hypothesis that, 
other things being equal, the average level of human capital of non-migrants 
is higher in villages from which a larger share of individuals have migrated 
to destinations in which the economic returns to schooling are higher than 
at origin. The received brain drain literature argues that the migration of rel­
atively highly educated individuals depletes human capital stocks at origin. 
It neglects the consideration that high returns to schooling at migrant desti­
nations may create incentives to invest in schooling at origin. If some of the 
individuals who respond to these incentives by acquiring more schooling end 
up not migrating, then the average level of schooling (human capital) at ori­
gin may rise. Workers respond to the expected returns that they face, rather 
than to certain returns, and the higher the expected returns, the higher the 
acquired education. When the state of nature unfolds, some workers usefully 
apply their acquired education at destination, others do not end up migrat­
ing, but all workers are aware of this ex post variety of possible outcomes 
when they elect to acquire education in the first place. A brain gain occurs if 
the 'gain' in human capital by those individuals who end up as non-migrants 
exceeds the migration-caused ‘drain’ of human capital.

In the theoretical work on the brain gain (Stark and Wang, 2002), the 
probability of successful migration is exogenous and is determined by gov­
ernment policy. Such, for example, is the case studied by McKenzie et al. 
(2006), in which Tongan immigrants to New Zealand are selected by a lot­
tery. In Mexico, where migration policies are at best an imperfect deterrent 
to international migration and where there is no policy deterrent to inter­
nal migration, the ex ante probability of migration is unobservable to the 
researcher and is endogenous. In particular, it depends upon the networks 
that a community has developed through past migration (Massey et al., 2005; 
Munshi, 2003). Rural Mexico is an interesting laboratory setting to test the 
effect of migration on human capital formation, especially in view of the 
massive outflow of migrants in recent decades and the resulting concern that 
this migration is depleting the rural areas of valuable human resources. Rural 
Mexico has a dichotomy of migration flows (internal and international) for 
which the selectivity of migration and the signals that migrants send home 
regarding the returns to, hence the value of, their education are likely to 
differ.

Our empirical investigation has two components. First, we develop and 
estimate a dynamic model using village-level data on education and on 
international and internal migration. This approach is similar in spirit to 
a country-level study of the brain gain, but with a longitudinal dimension
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that is lacking in existing studies. The approach yields cautious but illumi­
nating support for the brain gain hypothesis. We find that in rural Mexico, 
even though internal migrants are more educated than those who stay 
behind, average village schooling increases with internal migration. This find­
ing is consistent with the hypothesis that the dynamic investment effect 
counteracts and even reverses the static, depletion effect of migration on 
schooling.

A brain gain explanation for this aggregate village finding implies that chil­
dren in households with a positive probability of high-skill internal migration 
have a higher probability of being enrolled in school than do children 
in households where there is only a low probability of high-skill internal 
migration. The second component of our empirical strategy attempts to 
'unpack' the effect of migration on schooling at a finer micro level, using data 
on households' access to high-skill internal migration networks and other 
variables that may influence schooling enrollment. Cross-section findings 
indicate that access to high-skill internal migration networks significantly 
increases the probability that children will attend school beyond the compul­
sory level, whereas access to low-skill internal networks does not. In contrast 
with internal migration, migration from rural Mexico to the United States 
does not select positively on schooling, and human capital formation is 
not higher in households that have high-skill migrants abroad. When there 
are no returns to schooling upon migration, migration does not encourage 
schooling. Low-skill international networks do have a modest positive effect 
on schooling investments. This effect can be attributed to remittances from 
Mexican migrants in the United States far outweighing remittances from 
internal (including skilled) migrants, and of schooling investment being a 
normal good.

Section 2 illustrates the brain gain argument. Section 3 describes the data. 
Findings from the dynamic model are presented in section 4. Section 5 
presents the results of a micro cross-section analysis of school enrollment. 
Concluding remarks are provided in section 6. 2

2 Accounting for a brain gain

Let 9t and θ'" denote, respectively, the average of schooling levels of stayers 
and of migrants, and let At be the change in the average level of human 
capital of stayers resulting from a new schooling investment at time t. For a 
community of origin that starts out at time t — 1 with an average schooling 
level of 6t-i and loses a share st_i of its population to migration, the resulting 
average human capital stock at period t, 9t, is given by

9t ft-i -  st-
1 — St_i + Af. ( 6 . 1)
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Equation (6.1) shows that for a given migrants share of the population, st_i, 
the mean education level of the individuals remaining in the village, 9t, is 
increasing in the level of their own average schooling investment, At, and 
decreasing in the average schooling level of the migrants, ffp_v  Differentia­
tion of equation (6.1) with respect to st-i decomposes the overall effect of 
migration on education at origin into two components:

Wt =  3At
3S(-i (1 — St-i)2 9st-i

The first term on the right-hand side of equation (6.2) is the static depletion 
effect, which results from migrants taking with them their average human 
capital. When migration selects positively on schooling, < θ"'_λ, the static 
effect is negative. The second term is the dynamic investment effect, or the 
influence of migration on new investments in schooling by the stayers. The 
brain gain hypothesis is that this effect is positive; that is, if the returns to 
schooling are larger at destination than at origin, a positive probability of 
migrating (represented by st-i) creates an incentive to invest more in school­
ing at origin at time t. The net effect on the average schooling of the stayers 
depends upon which of these two effects dominates: a brain drain occurs 
when the average schooling of the migrants is higher than the average school­
ing of the non-migrants and the effect of investment in rural schooling is 
small or nil.1 When the reverse holds, the result is a brain gain.

The effect of migration on average schooling at origin thus depends on two 
considerations. The first is whether migration selects positively on schooling. 
If it does not, then migration does not produce a brain drain, nor can it 
create the dynamic incentives that result in a brain gain.2 If migration does 
select positively on schooling, then a second consideration is whether there 
is a positive investment effect and, if so, whether the ensuing brain gain is 
sufficient to counteract the negative depletion effect.

3 Data

The data used in our empirical analysis are taken from the Mexico National 
Rural Household Survey (Encuesta Nációnál a Hogares Rurales de Mexico, or 
ENHRUM). The ENHRUM, carried out jointly by the University of California, 
Davis, and El Colegio de Mexico, Mexico City in 2003, provides retrospec­
tive data on migration by individuals from a nationally representative sample 
of rural households. The sample consists of between 22 and 25 households 
randomly selected in each of 80 villages. INEGI (Instituto Nációnál de Estadís- 
tica, Geográfia e Információn), Mexico's national census office, designed the 
sampling frame to provide a statistically reliable characterization of Mex­
ico’s population living in rural areas, defined by the Mexican government 
as communities with fewer than 2,500 inhabitants. For reasons of cost and
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tractability, individuals in hamlets or dispersed populations of fewer than 
500 inhabitants were not included in the survey. The resulting sample is rep­
resentative of more than 80 per cent of the population that INEGI considers 
to be rural.

The ENHRUM survey assembled complete migration histories from 1980 
through 2002 in 65 of the 80 villages, and from 22 households in each of 
these villages.3 For these 1,430 households, histories were constructed for: 
(i) the household head; (ii) the spouse of the household head; (iii) all the 
individuals who lived in the household for three months or more in 2002; 
and (iv) a random sample of sons and daughters of the head and of his/her 
spouse who lived outside the household for longer than three months in 
2002. While the illustration in the preceding section implicitly assumes a 
single migrant destination, in real life individuals may migrate to different 
destinations with different returns to education. In our empirical analysis we 
consider two destinations: international and internal. Education is likely to 
have a different influence on migration to these two destinations. In the brain 
drain literature, it is assumed that international migration selects positively 
on education. However, in our case this is not so. Mora and Taylor (2005) 
find cross-section evidence that, for rural Mexicans, the association between 
schooling and migration probabilities is significant and positive for internal 
migration, but negative for migration to the United States, which usually 
entails unauthorized entry and work in low-skill jobs. Our findings using 
longitudinal village data, presented below, echo that evidence. Data from 
the migration histories make it possible to calculate the population shares 
of domestic and international migrants in each surveyed community and in 
each year from 1980 through 2002.

Information on education (years of completed schooling and number of 
repeated years) was collected for all family members. This information was 
used to reconstruct average levels of village schooling for each year from 1980 
through 2002. Human capital in the source area at time t was calculated as the 
average level of schooling of all non-migrants. In total, there are (65 x 23 =) 
1,495 village-year observations on migration and average education.4 The 
retrospective migration and schooling data were also used in the cross-section 
analysis of school enrollment, presented in section 5.

4 Migration and schooling: a dynamic village model

As already noted, a brain gain arises if migration selects positively on school­
ing and the dynamic investment effect dominates the static depletion effect. 
If migration selects positively on schooling, there can be either a brain drain 
or a brain gain. If migration is positively selective with respect to produc­
tive attributes such as educational level, then villages with a better educated 
workforce tend to generate more migration than villages with a poorly edu­
cated workforce. Thus, we first study the effect of the selectivity of internal
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and international migration from rural Mexico on schooling. We then exam­
ine the net effect of internal and international migration on the average 
schooling level in the origin villages.

Our dynamic econometric model is in the spirit of cross-country models of 
brain drain and brain gain, but with a time dimension that is lacking in those 
models due to the absence of harmonized time series data on country human 
capital and migration. The village panel data from Mexico make it possible 
to estimate a dynamic rather than a cross-section model of the impact of 
migration on human capital at migrant origins, and to include fixed effects to 
control for unobserved variables that may confound cross-section estimates.

The village is a natural unit of analysis for contemplating educational 
spillover effects in rural areas, and is more fitting than smaller units (house­
holds, individuals) for the study of the effect of migration on the average level 
of human capital in migrant-sending areas. Villages also have the advantage 
of being intuitive units with respect to information and networks, which 
impact upon and shape migration flows. Many of the variables that deter­
mine the net benefits of migration are essentially village-level variables: 
infrastructure, land quality, distance to migrant destinations, and so on, vary 
more amongst rather than within villages. We can control for the influence 
of the village level variables using village fixed effects.

Using the longitudinal data provided by the ENHRUM, we estimate 
a dynamic, three equation village migration and schooling model of the 
following form:

S't,i =  ßo.i +  ßlst--1,1 +  β2$-1 +  βζθί-\ ,i +  ßit +  St,i (6.3a)

st,i =  ró,· +  ns't- 1,1 +  Y2s't - l li +  Y30t-1,i +  Y^t + (6.3b)

θί,ί =  a o ,i  +  a i s j _ l, i  + ; +  £*3#r-l +  0 : 4  t  +  fifti (6.3c)

where s't . and .sf'i are the shares of individuals from village i who are interna­
tional migrants and internal migrants in year t, respectively, and 9tj  and 
denote mean years of schooling of adults in the community of origin in year t 
and t — 1, respectively. The regressors include the lagged dependent variables 
and a time trend, t. The parameters ßoj, yo,i and « ο are village fixed effects. 
The errors e'ti, ej'f and eeti are assumed to be approximately normally and 
independently distributed across equations and over time. Effects of time- 
invariant unobserved village variables and time-varying variables affecting 
migration and human capital investment in a similar fashion across all vil­
lages are picked up by the fixed effects and trend coefficients, respectively. 
Because of this, no village-level instruments to control for the endogeneity 
of migration shares, the value placed on schooling, or other variables are 
needed or, indeed, can be included in this model. The coefficients β\, γ2 , and 
α3 represent the dynamic adjustments to exogenous shocks that divert the
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Figure 6.1 Trends in internal and international migration from rural Mexico,
1980-2002
Source·. ENHRUM.

respective dependent variables from their trends. Stability of the dynamics 
requires that each of these coefficients is less than one.

Since equations (6.3a), (6.3b), and (6.3c) share the same right-hand side 
variables, there is no efficiency gain from estimating them as a system 
(cf., for example, Greene, 2003, p. 343). The lagged migration share and 
schooling variables are correlated with ßoj, y0,i and a0,, because migration 
shares and schooling in a village are correlated with the village fixed effect 
in all periods. Thus, we estimate each equation in the model using the Gen­
eralized Method of Moments (GMM) estimator of Arellano and Bond (1991). 
This estimator is free from the bias that arises upon estimation of dynamic 
panel models by least squares dummy variable estimators.

The effect of the selectivity of migration on schooling
Figures 6.1 and 6.2 illustrate trends between 1980 and 2002 in the three 
dependent variables, using the retrospective data on migration and on 
schooling gathered in the ENHRUM. The clear upward trends evident in 
both figures reveal that migration to internal and international destinations 
increased sharply during this period, as did the average schooling of migrants 
and of non-migrants. Table 6.1 reports mean adult education levels and 
migration shares for the sample villages over the entire 22-year period. The 
average shares of international and internal migrants in total village popu­
lations were 7.8 per cent and 11.5 per cent, respectively. With the exception
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Year

Figure 6.2 Mean education of migrants and stayers (excluding children under 18) 
Source: ENHRUM.

of the first three years of the recall period, the average education of inter­
nal migrants ('National Migrants' in Figure 6.2) was slightly higher than that 
of international migrants. For the full 22-year period, the average completed 
schooling of internal migrants was 6.9 years, and of international migrants it 
was 6.7 years. The average completed schooling of adult stayers was only 5.4 
years for the full 22-year period and was consistently and significantly below 
the average schooling levels of both migrant groups.

The parameter estimates for equations (6.3a) through (6.3c) are reported 
in Table 6.2. The results reveal that when we control for the other vari­
ables in equation (6.3a), international migration from rural Mexico does 
not select positively on schooling. The estimated coefficient on the lagged 
schooling variable in the international migration share equation (equation 
6.3b) is -0.16, and is not significantly different from zero (first row of Panel 
(1)). It is likely that this finding reflects low returns to schooling for village 
migrants (who are mostly undocumented) in United States labour markets. 
We should not then expect international migration to result in a significant 
brain drain in the population represented in our data. Yet rewarding inter­
national migration by villagers with little human capital could negatively 
affect the incentive to invest in human capital by raising the opportunity 
cost of going to school. Alternatively, through remittances, this migration
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Table 6.1 Mean education levels and migrant shares in the sample 
villages between 1980 and 2002

Mean
Standard
deviation

Completed years of schooling of:
Adult international migrants 6.7 2.9
Adult internal migrants 6.9 2.9
Adult non-migrants 5.4 1.8

Share of villagers that were:
International migrants 7.8 10.2
Internal migrants 11.5 10.4

Source: Authors' calculations using data from ENHRUM.

Table 6.2 Regression results for the dynamic migration and education model using 
the Arellano-Bond procedure

Equation (1): 
Share of villagers 
at international

Equation (2):
Share of villagers at 
internal destinations

Equation (3): 
Average schooling 
of stayers

Variable

destinations (s[,) (<,·) (ßt,,)

Coefficient z-statistic Coefficient z-statistic Coefficient z-statistic

-0.16 -0.56 1.54 5.23 0.89 27.81
s U , 0.71 21.36 0.02 0.57 0.00 -0.03

0.19 6.63 0.01 0.18 0.00 0.90
SN -0.36 -1.29 0.90 30.55 0.01 2.78
T 0.14 3.36 -0.16 -3.67 0.01 0.95
Arellano-Bond m2 0.52 0.88 0.39

test (p-value)
R-squared 0.94 0.93 0.98
N (village-years) 1430

Note: Each equation was estimated with village fixed effects.

could contribute to human capital formation by providing rural households 
with financial resources to invest in schooling.

By contrast, internal migration selects positively and significantly on 
schooling. Other things being equal, a 1-year increase in the average school­
ing of village adults in a given period is associated with an increase in 
migration to internal destinations of 1.54 percentage points in a subsequent 
period (the first row of Panel (2) in Table 6.2). Given that, on average, in 
2002, 15 per cent of villagers were internal migrants, this amounts to a 
10 per cent increase in internal migration.5 In a static model, we could 
expect internal migration to considerably deplete human capital in rural
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areas. The question that we seek to answer is whether this static effect may be 
dampened or reversed as high returns to schooling from internal migration 
create incentives for human capital investment in villages.

Testing for a brain gain
Controlling for the underlying dynamics and village fixed effects, the brain 
drain hypothesis implies that a2 < 0. Given our finding that internal migra­
tion positively selects on schooling, a non-negative dynamic relationship 
between internal migration and average village schooling refutes the brain 
drain hypothesis and lends support to the hypothesis that internal migra­
tion creates incentives to invest in human capital that are powerful enough 
to at least cancel out the negative static effect of migration on the average 
level of the village human capital. To wit, if the dynamic investment effect 
more than compensates for the static human capital loss, the average village 
schooling level could even be higher with migration than without migration. 
No relationship is implied in the case of international migration, which does 
not select on schooling, however.

Panel 3 of Table 6.2 reports the parameter estimates of the schooling equa­
tion. As expected, international migration does not have a significant effect 
on the next period's average schooling of non-migrants. In contrast, inter­
nal migration has a small, but statistically significant, positive effect on the 
average schooling of non-migrants. This finding suggests that the dynamic 
incentive effect of internal migration on human capital formation more than 
offsets the static brain drain effect.

We might suspect that the positive effect of internal migration on schooling 
is the result of a relaxation of liquidity constraints via remittances instead of 
being the result of the incentive effect. While we do not have in hand longi­
tudinal data on remittances which would enable us to distinguish empirically 
between these two effects, we believe that the latter effect does not drive the 
positive association between internal migration and schooling.6 Remittances 
from internal migrants in the sample averaged US$83 in 2002. By contrast, as 
shown in Table 6.3, total per-pupil expenditures averaged US$171 for grades
I through 6 (primary), US$307 for grades 7 through 9 (lower secondary), 
and US$821 for grades 10 through 12 (upper secondary, or high school). The 
higher schooling costs for secondary education are attributable primarily to 
transportation and to meals away from home. Due to the presence of elemen­
tary schools in all villages in the sample, transportation costs are minimal for 
primary students. The absence of high schools in most villages results in both 
transportation and meal costs being highest for grades 10 through 12. (Only
II per cent of villages in the sample had a high school; 69 per cent had a 
lower secondary school.) $ince the opportunity costs of attending school can 
be expected to increase as children grow older and become more productive 
on the farm or in family businesses, the overall cost of attending grades 10
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Table 6.3 Average schooling expenditures per pupil, by schooling level in 
2002 (US dollars)

Schooling expenditure
Elementary
(1-6)

Lower
secondary
(7-9)

Upper
secondary
(10-12)

Lodging 3.16 10.46 80.56
Tuition and fees 11.05 22.01 115.23
Transportation 15.82 60.78 249.66
Meals 83.95 135.86 255.11
Uniforms 25.95 34.65 32.82
Supplies 21.16 28.84 49.56
Other 9.78 14.62 37.86
Total 170.87 307.23 820.79
Sample size (number 

of pupils)
1,287 502 304

Source: Authors' calculations using data from ENHRUM.

through 12 is even higher, and the discrepancy between this cost and the 
cost of attending lower grades is correspondingly larger.

The remaining results in Table 6.2 indicate that the village migration 
and schooling equations are stable (the estimated coefficients on each of 
the lagged-dependent variables are significantly less than 1.0). Neverthe­
less, there is strong persistence both in the migration equations and in 
the education equation. The trend variable is significant and positive for 
international migration, negative for internal migration, and insignificant 
for non-migrants' schooling. There are no cross-effects of lagged migration 
between the two migration equations.

5 Migration and school enrollment: an individual 
retrospective
The findings from the dynamic model suggest that the positive invest­
ment effect of internal migration on schooling is sufficiently strong to 
reverse the negative depletion effect. The brain gain hypothesis implies that, 
other things being equal, children in households with a positive probabil­
ity of lucrative high-skill migration are more likely to be enrolled in school 
than children in households where there is only a low probability of such 
migration.

In this section, we use individual-level, retrospective data to test how the 
number of high-skill family migrants at internal destinations affects the like­
lihood of school enrollment in the households at origin. By using retrospective 
household information on migration and schooling of individuals, it is pos­
sible to estimate the impact of household migration networks, by skill level, 
on each child's enrollment status at time t, given that the child was enrolled
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in school at time t — 1, and controlling for selected individual and household 
characteristics, as well as for village fixed effects.

A network can be construed as a set of individuals linked together by 
a web of social interactions. In the economic sphere, the network serves as 
a conduit of personal exchanges that pass on job-related information. This 
transmission shapes and expands the employment opportunities of members 
of the network and improves their labour market outcomes.

Migrant networks can affect the evaluation by a potential migrant (or the 
evaluation by a potential migrant's parent) of the returns to staying in school 
in at least two ways: access and information. Migrants holding high-skill 
jobs may facilitate access to, and placement in, such jobs by highly edu­
cated new arrivals, in a way that migrants holding low-skill jobs may not. 
Because of this access effect, we predict that children in households with 
high-skill migrant networks will be more likely to enroll in school than chil­
dren in households who lack such high-skill migrant networks. In addition, 
migrant networks convey information about the earnings of relatively edu­
cated workers employed in high-skill jobs in migrant destinations. High-skill 
networks are likely to convey this information more accurately and more 
effectively than low-skill networks. A low variance associated with the infor­
mation signal from high-skill networks, in and by itself, will tend to reinforce 
the positive access and placement effect.

Let Ejht denote the enrollment status of child j in household h at time t. The 
variable Ejht takes on the value of 1 if the child is enrolled, and 0 otherwise. 
The child is enrolled if the net benefits of enrollment, Bßt, are positive. This 
general formulation is akin to other models of schooling investment, includ­
ing Todd and Wolpin's (2006) matching estimators of program effects, and 
the grade progression models of Cameron and Heckman (2001). Net benefits 
from enrollment have a deterministic as well as a random (y/,t) com­
ponent; that is, Bßt = bjht + Vßt· The probability of observing enrollment is 
then

Pr[ß/7if > 0] = Pr[-vjht < bjht\ = F(bjht), (6.4)

where F is the cumulative distribution function of (-Vßt). The deterministic 
component of net benefits depends on individual and household charac­
teristics, that may vary over time. Our hypotheses center on how
the destination (d = internal, international) and skill level (s = high, low) 
of the household level migration networks of child j at time t, NETj^ds, affect 
the enrollment decision via their influence on the net benefits of schooling. 
Therefore,

bjht — a + Zjh tß  + NETßtdsYds + St + G t- ι φ  (6.5)
d,s

where Gt_i is a vector of dummy variables indicating the grade in which the 
child was enrolled at time t - 1, and φ  is a vector of parameters measuring the
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net benefits of continuing enrollment at each grade level. The null hypothesis 
that the skill composition of networks does not affect the net benefits of 
enrollment is H0: Yds = Yds' for s ^ s '.  The null hypothesis that the effects of 
networks of different skill levels do not differ across migrant destinations is
Ho ■ Yds = Yd’s for d Φ d'.

The variables measuring the skill level of migration networks include the 
number of family members with low (grades 0-9) and high (10 or greater) 
school completion levels at internal and international migrant destinations 
in the year prior to the year in which the successive enrollment decision 
is observed.7 Variables in the vector Z,7,t include the child's grade level at 
t — 1; the number of school-aged children in the household; the child's gen­
der; and the child's grade-point average in the final year at school, a proxy 
for intellectual ability. The child's age in 2002 is used to control for t. The 
model also controls for the maximum level of schooling obtained by either 
the household head or his or her spouse. In addition, the model includes 
a dichotomous variable equal to 1 if at least one of the child's maternal 
grandparents was literate and zero otherwise, and an identical variable mea­
suring paternal-grandparent literacy. These variables control for unobserved 
parental characteristics such as attitudes towards schooling or the role model 
effect of parents regarding schooling. We also control for the gender of the 
household head (1 if male, 0 if female), and we include a dichotomous vari­
able equal to 1 if an indigenous language is spoken in the household, and zero 
otherwise. Because income data are only available for 2002 and the enroll­
ment data cover a 23-year period (from 1980 to 2002), income could not be 
included in the regression. The inclusion of determinants of income other 
than parental education and family size, including landholdings and wealth 
measured in 2001, did not alter any of the key findings presented below, 
nor did the use of village migration instruments, including village participa­
tion in the Bracero programme, or the incorporation of dummies indicating 
whether or not the village sample had at least one United States migrant in 
1980, in lieu of the village fixed effects.8

School attendance in Mexico is compulsory through grade 9.9 Logit esti­
mates of equation (6.5) using a sample of all children between the ages of 6 
(potential first graders) and 17 (potential 12th graders), and controlling for 
grade level at time t — 1, revealed no significant relationship between any of 
the migration variables and the likelihood of enrollment. Figure 6.3 summa­
rizes the probability of enrollment at time t by grade level of children enrolled 
at time t — 1 during the 1980-2002 period. It reveals that the probability of 
enrollment is high and nearly flat up through grade 6, decreases between 
the 6th and 7th grades, and decreases again, more sharply, between the 9th 
and 10th grades. The trends depicted in Figure 6.3 mirror those presented in 
Sadoulet and de Janvry (2004) who draw on a large, government-generated 
PROGRESA data set.
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Figure 6.3 Probability of school enrollment of rural Mexican children aged 6 to 18 at 
time t, by grade level of enrollment at time t — 1, 1980-200212 
Source: ENHRUM.

Table 6.4 presents the results of the logit estimation when we restrict our 
sample to include only children who were in the 9th grade at time t — 1. 
We find that high-skill internal migrant networks significantly increase the 
likelihood of high-school enrollment at time t (significant at below the 0.05 
level).10 In contrast, low-skill internal and high-skill international migrant 
networks have no significant effect on enrollment probabilities.11 Appar­
ently, the network effect on additional schooling in international high-skill 
migration is weak. We return to this finding shortly. McKenzie and Rapoport 
(2006) and Hanson and Woodruff (2003) find significant cross-section effects 
of household United States migration experience on grade-years of school­
ing, negative in the first case and positive in the second. These studies do 
not consider the effect on schooling attainment of the skill composition of 
migrant networks or of the potentially heterogeneous effect of internal ver­
sus international migrant networks. Consistent with their estimates, we find 
that parent (household head) levels of school completion have a significant 
positive influence on schooling investment. Intellectual ability, proxied by 
grade point average in the final year at school, also has a significant positive 
effect.

It might be argued that a positive effect of networks on school enroll­
ment is due, at least in part, to a positive income effect of remittances 
that loosens the financial constraints on investment in schooling. If this
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Table 6.4 Logit estimation of students' probability of continuing their 
education after the ninth grade

Variable definition
Variable
mean

Standard
deviation

Coefficient
estimate z-statistic

Age in 2002 22.80 5.80 -0.062 4.26a
Sex (1 = male) 0.50 0.50 -0.202 1.45
No. of school-age children 3.2 1.62 -0.229 4.68a

in household
GPA (out of 10) 8.3 0.87 0.298 3.55a
Education of household head 6.4 1.62 0.158 5.53a
Sex of the household head 0.88 0.33 0.509 2.41b

(1 = male)
Indigenous (indicator) 0.13 0.34 -0.059 0.19
Paternal grandparents can 0.71 0.46 0.218 1.15

read and write (indicator)
Maternal grandparents can 0.59 0.49 -0.310 1.65c

read and write (indicator)
International migration 0.14 0.48 0.483 3.06a

network-low education
International migration 0.04 0.27 -0.044 0.16

network-high education
Internal migration network-low 0.16 0.50 -0.097 0.66

education
Internal migration network-high 0.04 0.22 1.059 2.49b

education
Village fixed effects N/A N/A N/A included
Sample Sized 1,259

Notes: a significant at 1%, b significant at 5% ,c significant at 10%. 
d This sample includes all household members who are not household heads (or spouses 
of household heads), and the random sample of sons and daughters of either the head 
or his/her spouse living outside the household who were chosen for the detailed sur­
vey, so that the GPA variable could be included. A similar regression was performed that 
included the children living outside the household not chosen for the detailed survey, 
which increases the sample to 1829. The significance increases for all the variables of 
interest, but the results to not change.

were the case, we would expect the largest network effect to be associated 
with the largest remittance-generating migrant destination. Table 6.5 com­
pares average annual remittances from (relatively) highly-educated migrants 
and little-educated migrants at internal and international destinations, using 
the 2002 cross-sectional data. Remittances from highly-educated internal 
migrants are 25 per cent higher than remittances from little-educated internal 
migrants. However, remittances from international migrants, both little- 
educated and highly-educated, are 1,500 per cent higher than remittances 
from highly-educated internal migrants. In addition to suggesting that remit­
tances from United States migrants are not sensitive to migrants' schooling,
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Table 6.5 Remittances by education level of internal and international 
migrants (US dollars)

Migrant
destination

Annual
remittances

Schooling level of 
migrant

All
migrants0-9 Years >9 Years

Internal Mean 81 100 83
Standard deviation 375 300 366
Sample size 1,463 222 1,685

International Mean 1,504 1,505 1,504
Standard deviation 3,082 3,068 3,078
Sample size 729 98 827

Total Mean 554 530 551
Standard deviation 1,923 1,829 1,911
Sample size 2,192 320 2,512

Source: Authors' calculations using data from ENHRUM.

these findings demonstrate that international migration is vastly superior 
to internal migration in terms of generating income that could be used 
to finance school expenditures. Although international high-skill networks 
do not promote human capital investment, low-skill networks have a modest 
positive effect that is consistent with a financial constraints argument. The 
finding that high-skill networks do not have this effect suggests that edu­
cated family members who migrate abroad remit not only money, but also 
a signal that discourages schooling investment, and this negative signal is 
sufficiently large to counteract any positive financial effect that remittances 
might have.

Strictly speaking, it is high-skill migrant networks that lead to high-skill 
jobs, and not high-skill migrant networks as such, that should be presumed 
to create an incentive for human capital formation in the village. Suppose, 
though, that we were to find that belonging or being linked to a high-skill 
migrant network did not increase the likelihood of school enrollment. We 
would then suspect that such a network did not convert skill endowments 
into skilled jobs. Conversely, if we were to find that belonging to a high-skill 
network did entail an increased likelihood of school enrollment, we would 
suspect that the network was effective as a skilled-jobs network. Otherwise, 
the network association would have indicated that skill acquisition was use­
less. Put differently, it would not be logical to expect that the effect of a 
high-skill network on skill acquisition was positive if the network connection 
led to jobs that were independent of skill. Furthermore, if a systematic rela­
tionship between skill acquisition and skill network affiliation is governed 
by an unobserved familial trait, such as a taste for or tendency to acquire
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skills, we would not expect the relationship to be present in one context 
(say, internal migrant networks) yet absent in another (say, international 
migrant networks).

Even though internal migration is relatively inefficient as a generator of 
remittance income for rural households, past migration by skilled family 
members to internal destinations, where the returns to schooling are high, 
appears to send an enticing signal that has the effect of increasing rural house­
holds' demand for schooling above and beyond the compulsory level. The 
picture that emerges is that it is not the amount of remittances that deter­
mines investment in schooling. A dollar remitted from a poorly educated 
family migrant in the United States does not convey the same appeal as a 'dol­
lar' remitted by a skilled family migrant in Mexico. One dollar of remittances 
turns out not to be equal to another dollar of remittances.

Our findings echo those of Kochar (2004), who reports that in India in 
the period 1983-94, the urban rate of return to schooling affects the inci­
dence of rural schooling, especially among the rural households most likely 
to seek urban employment. Kochar found that among rural households 
likely to engage in rural-to-urban migration -  that is, landless as opposed 
to land-owning households -  the urban rate of return to schooling made it 
significantly more likely that children will complete rural middle school. This 
effect was larger than the corresponding effect for landowning households. 
Our findings link educational levels in the wake of migration to the human 
capital content of family migration networks.

6 Conclusions

The analysis of data from rural Mexico leads us to reject the brain drain 
hypothesis, both for international migration and for internal migration. 
Relatively highly educated villagers are selected into internal migration. How­
ever, controlling for the underlying dynamics of human capital formation in 
rural areas, the effect of (lagged) internal migration propensities on average 
schooling of non-migrants is positive. The returns to -  and the continued pos­
sibility of -  internal migration appear to create incentives for investment in 
schooling which, in turn, reverse the static, human capital depleting effect 
of internal migration. International migration from rural Mexico does not 
select on schooling and has no significant effect on the average education of 
non-migrants.

Cross-section grade-progression analysis suggests that, controlling for other 
household and village characteristics, the presence of high-skill family migra­
tion networks at internal destinations significantly increases the likelihood 
that a child will be enrolled beyond the compulsory (9th grade) level. In 
contrast, low-skill internal networks and high-skill international networks 
have no significant effect on school enrollment. That high-skill interna­
tional migration does not have a significant positive effect on schooling is not
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inconsistent with the brain gain hypothesis advanced by Stark and Wang. The 
brain gain model assumes that the returns to schooling are high in a foreign 
developed country compared to the sending developing country. Yet among 
the rural Mexican population, migration to the United States does not signif­
icantly select on schooling since the returns to schooling for unauthorized 
migrants are low.

Rural Mexico, with its poorly educated population, presents a particularly 
challenging setting in which to test a brain gain model. Both our static esti­
mations and dynamic estimations lend support to the brain gain hypothesis 
in the case of internal migration. Internal migrants are significantly better 
educated than non-migrants (7.5 versus 5.5 years of completed schooling in 
2002, a 36 per cent disparity), and the effect of schooling on internal migra­
tion is positive and statistically significant. In a static world, given the large 
magnitude of migration to internal destinations, such migration could have 
depleted rural human capital stocks. The fact that it increases the schooling 
of non-migrants is consistent with the existence of a positive incentive effect 
of gainful internal migration on rural human capital formation. The finding 
that high-skill internal migration networks increase the probability of enroll­
ment in post-compulsory (high-school) education provides further evidence 
that the probability of migration encourages investment in schooling in rural 
Mexico.

Notes
1. If migration competes with schooling by raising the opportunity cost of attend­

ing school, the investment effect could be negative. However, this will probably 
occur upon low-skill international migration, that is, upon migration for which
θ,-ι <θ?_ν

2. Obviously, migration by relatively low-skill individuals could, in and by itself, 
raise the average schooling of those left behind. This increase in average does not 
occur as a result of enhanced formation of human capital.

3. In 15 of the 80 villages, the migration recall module of the survey was not applied 
to the children of household heads who were no longer living in the household. 
Those villages are not included in our empirical analysis.

4. In the regression analysis, one year per village is lost due to the use of lagged 
education and lagged migration variables. Thus, the sample size becomes 1,430. 
The sample is balanced in the sense that each of the villages appears in each of 
the 22 years of the panel.

5. Arellano and Bond's m2 test rejects the null hypothesis of no serial correlation 
in the international migration equation with a single lag. When a second lag is 
included, its coefficient is significant and the m2 test no longer rejects the null of 
serial correlation. Adding the second lag does not substantially affect any of the 
parameter estimates in the internal migration equation.

6. Remittance data are available only in the 2002 cross-section.
7. For example, if a household had 1 family member with low schooling and 

3 family members with high schooling at an internal migrant destination, then



the low- and high-skill internal migrant variables would take on the values of 
1 and 3, respectively. Family members include: the household head, the spouse 
of the household head, all individuals living in the household for at least three 
months in 2002, and all children of either the head or his/her spouse who lived 
outside the household for longer than three months in 2002.

8. Landholdings changed little during this time period because most were ejido, or 
reform-sector lands that could not be bought or sold until recent (Article 27) 
reforms.

9. As in other contexts and settings, laws are not necessarily enforced.
10. This estimation controls for village fixed effects. However, for individuals in the 

same household who completed the 9th grade, there were not sufficient observa­
tions of successive enrollment to estimate this model-controlling for household 
fixed effects. Of course, it is not possible to control for individual fixed effects 
while restricting the sample to individuals in a given grade level.

11. We repeated this procedure considering only children who were in the 6th grade 
in 2001, but none of the network variables was found to be significant.

12. The horizontal axis measures the child's observed grade level in 2001, the year 
prior to the survey year. The vertical axis measures the probability of enrollment 
(at the next grade level) in 2002.
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7
The Brain Drain, 'Educated 
Unemployment', Human Capital 
Formation, and Economic 
Betterment*
Oded Stark and C. Simon Fan

1 Introduction
Labour migration has long been a topic of intense interest in population 
research in general and in development economics in particular. The topic 
has been gaining added appeal in the era of globalization. The received wis­
dom has been that such migration results in a detrimental brain drain for 
the developing countries (for a systematic review see Bhagwati and Wilson, 
1989).1 A recent and growing literature argues that the brain drain is accom­
panied by a beneficial brain gain.2 The new writings contend that compared 
with a closed economy, an economy open to migration differs not only in 
the opportunities that workers face but also in the structure of the incentives 
that they confront; higher prospective returns to human capital in a foreign 
country impinge favourably on human capital formation decisions at home.

We seek to synthesize and extend the two strands of the received literature, 
and to analyze both the positive and the negative impact of migration in a 
unified framework. The basic analytical construct of this chapter is delineated 
in Fan and Stark (2007), who show that the prospect of international migra­
tion results not only in a brain drain but also in 'educated unemployment', 
which is an important feature of the labour market in many developing 
countries.3 In this chapter we conduct our analysis in the framework of a 
'threshold externality' of human capital, which enables us to analyze the 
negative and the positive impact of migration in different periods, and to 
make welfare comparisons.

We extend the received literature of 'harmful brain drain' by show­
ing that in the short run international migration can result in 'educated

* We are indebted to Nicola Fuchs-Schündeln, to two anonymous referees, to Katarzyna 
Saczuk, and to Anna Zylicz for helpful advice and constructive suggestions. Financial 
Support from the Humboldt Foundation, the Sohmen Foundation, and the Interna­
tional Centre for the Study of East Asian Development is gratefully acknowledged.
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unemployment' and in overeducation, as well as in a brain drain. Specifically, 
in contrast to the literature that views the brain drain as the only negative 
consequence of international migration of skilled workers, we identify three 
possible negative short-run consequences. First, consistent with the 'tradi­
tional' view, migration leads to a reduction in the 'stock' of better-educated 
individuals, which in turn reduces the average income in the developing 
country. Second, since some educated individuals who would otherwise have 
taken jobs are lured into further education only to end up unemployed, out­
put shrinks. Third, since the possibility of migration induces individuals in a 
developing country to acquire higher education, when some of these individ­
uals end up remaining in the country, the returns from their education could 
be less than its costs. From their perspective, they are overeducated.4 If the 
country's economy cannot ‘take off', then these individuals' overeducation 
is socially inefficient (in the short run). Moreover, the simulation shows that 
the costs of the two new negative consequences of migration introduced 
in this chapter, namely 'educated unemployment' and overeducation, can 
amount to significant losses for the individuals affected, who may constitute 
a substantial proportion of the educated individuals. On the other hand, in 
per capita terms, the direct cost of a brain drain can be relatively small if the 
proportion of the educated individuals in the economy is small.

However, we next demonstrate that in the long run (one generation down 
the road), the legacy of a relaxation in migration policy prompts a 'take­
off' of the economy. Drawing on the studies by Azariadis and Drazen (1990) 
and Galor and Stark (1994) that link the long-run growth in a country's out­
put with the average level of the country's human capital, we emphasize 
the role of a 'threshold externality' of human capital in economic develop­
ment. (Azariadis and Drazen (1990) and Pritchett (1997) provide evidence in 
support of the assumption of a threshold externality, and Fan (2004) offers 
an explanation for the existence of the threshold externality in economic 
development by showing that a poor economy will engage in international 
trade, which will accelerate its growth, if and only if its average level of 
human capital is sufficiently high.) In a dynamic framework we show that 
the brain drain is accompanied by a 'brain gain'; that the ensuing 'brain 
gain' can result in a higher average level of human capital in the home coun­
try; that the higher average level of human capital can prompt the 'take-off' 
of the economy; and that the 'take-off' can bite into the unemployment 
rate. In such a setting, overeducation can become dynamically efficient (due 
to the intergenerational externality effect of human capital) even though it 
may be statically inefficient. Thus, we depict a setting in which rather than 
being to blame for human capital drain and output contraction, the migra­
tion of educated workers is the harbinger of human capital gain and output 
growth. An analysis of the entire dynamics associated with the response of 
educated workers to the prospect of migration therefore raises the intriguing 
possibility that what at first sight appears to constitute a curse is, in fact, a
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blessing in disguise. Our results are more dramatic than those reported in the 
received literature because in our present framework the prospect of migra­
tion is taken to entail both depletion of human capital and unemployment of 
human capital, which stacks the cards more firmly against viewing migration 
as a catalyst for growth.

Our analytical predictions appear to be in line with some empirical observa­
tions. For example, from 1960 to 1980, countries characterized by high rates 
of migration of skilled labour (such as India and Ireland) were among those 
countries that experienced the lowest rates of economic growth (Summers 
and Heston, 1991). However, since the late 1980s (that is, after approx­
imately one generation), both India and Ireland have experienced rapid 
economic growth, which to a large extent has been due to an expansion 
of their skill-intensive information technology sector.5 Thus, by analyzing 
and synthesizing both the 'traditional' and the new views of migration, we 
present a framework that is in line with some intertemporal evidence.

In section 2 we set up the basic analytical framework. Section 3 investi­
gates the negative and the positive impact of migration in the framework 
of a 'threshold externality' of human capital and of a rational-expectations 
equilibrium. Section 4 contains the welfare analysis. Section 5 presents simu­
lations aimed at illustrating how the channels described in the model in the 
preceding sections could operate in reality. Section 6 presents complementary 
simulations. Section 7 offers conclusions.

2 The basic analytical framework
The basic analytical framework of this chapter draws on Fan and Stark (2007). 
Consider a world that consists of two countries: Home, H, and Foreign, F. 
Country H is developing and is poorer than the developed country F. Due to 
a policy of selective migration by F, only educated individuals (say univer­
sity graduates) of H have a chance of working in, hence migrating to, F. An 
educated individual makes decisions in (at most) three stages. 1 2

1. When an individual graduates from a university, the individual partici­
pates in a draw that results in probable work in F. If the individual obtains 
a winning ticket, his income will be a constant v / . The probability of 
being selected to work in F is p.

2. An individual who graduates and fails to secure work in F faces the fol­
lowing choices: to work or to wait for another draw. For example, if the 
individual were to work, little time (and energy) would be available for 
preparing applications and, in addition, the individual's academic qualifi­
cations could depreciate, thereby lowering the probability of being picked 
up for work in F. For simplicity, it is assumed that if the individual works, 
he cannot participate in any additional draw so that the probability of 
his ending up working in F is zero. If the individual does not work and
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awaits another draw, his chance of going abroad is p', where

P' = P( 1 +«)

and or is a fixed parameter. To ensure that 0<p' < 1, we assume that
- 1 core i  — 1.

3. If an individual wins this draw, he will go abroad. Otherwise, he will work 
at home, receiving the home country's mean wage rate.

The job offers in the second and the third stages follow an independently 
identical distribution. The cumulative distribution function of the wage offer, 
w, is F( ■). We assume that F( ·) is differentiable, that

and that the density function, =F’(w), is strictly positive in its domain. 
The expected income of the (risk-neutral) individuals in the third stage is

In the second stage, if the individual receives a wage offer w at H, he will 
accept it if and only if

w 6 [u/, wh],

(1 - p ' ) w + p ' w f (7.1)

where w is the mean wage in H, namely,

w > (7.2)

where r is the individual's discount rate. 
We define

(7.3)

Then, the individual will accept the wage offer at H if and only if

w > w .

Further simplifying, we assume that

(7.4)
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'educated unemployment' will not exist in the absence of an additional pos­
sibility of migration (that is, when p' = 0). Clearly, equation (7.4) will be 
satisfied if r is large enough.

Then, the fraction of the educated who are unemployed is

u = P(w < wc) = F(wc).

Clearly,

du
tip'

du dwc 
dwc dp'

F'(wc) u /  — w 
1+r

(7.5)

(7.6)

Note that the assumption that F is developed and H is developing naturally 
implies that υ/ > w. Since F'(wc) > 0,

du
dp' > 0.

In addition, noting that wc =  y C  [to  +p'{u/ — to )] ,

dU — =F'(wc)z^ — > 0.d(wf — to ) ' 1 + r

In summary, we have the following results:

(7.7)

(7.8)

1. The unemployment rate for university graduates in a developing country 
will increase as the probability of migration rises.

2. The unemployment rate of university graduates in a developing country 
will increase as the wage gap between the developed country and the 
developing country increases.

The benefit that education without migration confers is simply H's mean 
wage rate of educated workers,

10 .

When migration is a possibility, the expected payoff from the three stages 
described above is

V = pwf + (1 -  p) (/; wdF(w) + F(wc) p'wf + (1 — p')ui 
1+ r
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We further assume that

u/ > uA (7.10)

To rule out the unreasonable possibility that all the educated are unemployed, 
we assume that

wc c w h. (7.11)

We next incorporate the cost of acquiring education. Our idea is that indi­
viduals differ in their abilities and family background, hence in the cost of 
their education. We normalize the size of the (pre-migration) population of H 
to be Lebesgue measure 1. Suppose that the cost of an individual's education, 
c, follows the following uniform distribution

c e [0, Ω].

We assume that the (lifetime) income of an uneducated individual is 
constant, and we denote it by Φ. Then, recalling the assumption that 
only individuals with university degrees have any chance of migrating, an 
individual will choose to acquire a university education if and only if

V- c>4>.  (7.12)

Let us define

ε * = ν - Φ .  (7.13)

It follows that an individual will obtain a university education if and only if 
the cost of his education maintains

c < c .

Since c follows a uniform distribution and the population size of the econ­
omy is of Lebesgue measure 1, both the proportion and the number of 
educated individuals are given by

c* 
Ω'

(7.14)

With these building blocks on site, we obtain the following lemma.

Lemma 1: There exists a positive level ofp at which the number of university grad­
uates remaining in the developing country is higher than the number of university 
graduates in the developing country when p = 0, for any given a, ifw f > (3 + a)w.

Proof: See Fan and Stark (2007).
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Lemma 1 implies that a developing country may end up with more uni­
versity graduates despite the brain drain of university graduates. Noting 
that there is a reduction in the population in the wake of migration, the 
lemma also implies that the developing country may end up with a higher 
proportion of educated individuals, despite the brain drain of university 
graduates.

3 A short-run loss versus a long-run gain

In this section we will show that in the short run, a relaxation of migra­
tion, which leads to a brain drain and to 'uneducated unemployment', could 
result in a reduction in per-capita output. Yet in the longer run (in the next 
generation), the legacy of a relaxed migration policy will prompt a 'take-off' 
of the economy. The latter result will be derived in a framework of rational 
expectations equilibrium.

Our analysis draws on the work of Azariadis and Drazen (1990), who 
emphasize the role of a 'threshold externality' in economic development.6 
They argue forcefully that the average level of human capital is a key factor 
for an economy's 'take-off'.7 Specifically, we assume that

wage of the educated in the home country = ßw if e > ec 
w if e < ec

where ß> l ,8 and e denotes the proportion of the educated in the home 
country. Note that é  is the critical value that characterizes the 'threshold 
externality' of average human capital. With labour being the only factor of 
production in the economy, an increase in the wage rate is tantamount to 
'take-off' of the economy. Since our modeling of the externality effect of 
human capital is different from the corresponding modeling in related lit­
erature (Mountford, 1997; Stark and Wang, 2002), our model complements 
the received literature.

Since the number of individuals undertaking education is a function not 
only of the probability of migration, p, but also of the wage rate that awaits 
educated workers, we define

_ ί ß if e > ec
~  ( 1 if e < ec.

We then note that c* is a function of V and hence of p and ξ, so we define

c* =  φ , £ ) . (7 .15)
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Then, when there is a prospect of migration, the number of educated 
individuals remaining in the home country is

c(p, ξ) 
Ω

c(p, ξ) /1 ^  Γ ί  c \(1 -  p)p ———F(w )Ω Ω
= c(p,$)[(l -p ) ( l  -pa+<x)F(wc))]/n. (7.16)

Note that the size of the population remaining in the home country, which 
we denote by n(p, ξ), decreases when p> 0  in comparison with the case 
when p = 0. Also, recall that to begin with, the size of the population of 
the economy is of Lebesgue measure 1. Then,

n{p, ξ) = 1 -

= l -

Ω
Φ ,ξ )

Ω

Ω

+ ^ ^ (1- P ) [1 - P (1+ « )T(wC)]. (7.17)

From equation (7.16), we know that the fraction of educated individuals in 
the population remaining in the home country is

eip, ξ) =
c(M )(l -p )[ l  -/7(1 +g)F(ujc)]

n(p, ξ)Ώ
(7.18)

Then, 'take-off' of H can be sustained (or achieved) by a rational expectations 
equilibrium if and only if

e(p,ß) > ec. (7.19)

If equation (7.19) can be satisfied by a careful choice of p, then 'take-off' 
can occur in the current period. Yet even if equation (7.19) cannot be satisfied 
in the current period, it may be satisfied in the next period upon a careful 
choice of p in the current period, which increases the number of educated 
parents in the next period.9

In the following exposition we will use the subscript t to denote the current 
period, the subscript t -  1 to denote the preceding period, and the subscript 
t +1 to denote the next period. When ξ takes the value 1, we will not write ξ 
explicitly unless the omission could cause confusion. (For example, to denote 
c(p, 1), we will write c(p).)

Resorting to an assumption which appears to have gained wide adherence -  
that the cost of acquiring education decreases with parental human capital 
(that is, the number of parents who have acquired a university education), 
we write

ί/Ω(+ι
de, < 0. (7.20)
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The importance of parental human capital for an individual's educational 
attainment has been consistently confirmed in the empirical literature. (For 
a helpful survey see Hanushek, 1996.)

We are now in a position to state and prove the following proposition.

Proposition 1: (1) If equation (7.19) cannot be satisfied so that 'take-off' does 
not occur in the current period, the prospect of migration entails a decline in the 
economy's per capita output in the short run. (2) However, a careful choice ofp in 
both the current period and the next period can facilitate 'take-off' of the economy 
in the next period.
Proof: (1) If 'take-off' does not occur in the current period, the prospect of 
migration will result in a loss of average (per-capita) output.

To facilitate a comparison between the case in which p > 0 and the case in 
which p = 0, we divide the individuals into three distinct categories (for the 
case in which p > 0):

(i) Individuals who do not acquire education;
(ii) Individuals who acquire education and fail to secure work abroad;
(iii) Individuals who acquire education and migrate.

(i) Individuals of the first type do not acquire education when p> 0. From 
the analysis in the preceding section we know that they would not have 
acquired education when p = 0. Thus, the prospect of migration has no 
impact on their (net) earnings which, in either case, are equal to the wage of 
the uneducated, Φ.
(ii) As to individuals of the second type, the prospect of migration results in 
some of them receiving lower net earnings than the earnings that they would 
have received when p = 0. This comes about through two channels: (a) the 
prospect of migration prompts 'too many' individuals to acquire education; 
(b) the prospect of migration causes 'educated unemployment'.

(a) When there is no prospect of migration, the number of educated indi­
viduals is When p > 0, the number of educated individuals is The 
number of educated individuals who would not choose to be skilled without 
the prospect of migration is then

c(p) c(0)
Ω Ω

Note that the proportion of these individuals who do not migrate is

(1 -  p)[ 1 -  p’F(wc)] = (1 -  p)[ 1 -  p{ 1 + a)F(wc)].

Thus, when there is a prospect of migration, the number of educated individ­
uals remaining in the home country who have acquired a higher education
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'wrongly' is not less than

~ Φ )

Ω
Φ )
Ω (1 -p)[  1 -  p(l + a)F{wc)]. (7.21)

For these individuals, the cost of their education is in the domain [c(0), c(p)\, 
and the distribution ofthat cost in this domain is uniform. Thus, the average 
cost of education for these individuals is

C(0) + C-M, (7.22)

The (expected) benefit of education (in comparison with no education) for 
any individual who remains in the home country is less than10 or equal to 
w — Φ. (Since the number of individuals is a continuum, the expected value 
is equal to the average value.)

When p = 0, V = w. Hence, from equation (7.13) and the definition
c*=c(p),

c(0) = V -  Φ = w -  Φ. (7.23)

Thus, the average net loss per individual is not less than

c(0) + C(P) — (üJ — Φ) > c(0) — (w — Φ) = 0. (7.24)

(b) From equation (7.4), no educated individual will choose to be unem­
ployed if he has no prospect of migration. Therefore, the (discounted) income 
of some of the educated individuals remaining in the home country would 
have been higher had they not chosen to be unemployed (in the sense of an 
ex post consideration). From the above description and analysis, we can see 
that the total number of unemployed educated individuals before the second 
lottery of migration occurs (that is, in Stage 2) is F(wc) ^ (  1 —p). Therefore, 
the number of these unemployed educated individuals who remain in the 
home country is

F(tec) ^ ( l - P ) [ l -/>(!+«)]. (7.25)

If these individuals had worked rather than been unemployed, their average 
income would have been

E(w\w1 < w < wc) =
wdF(w)

F(wc)
(7.26)

where E is the expectation operator.
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However, because they chose to wait, their expected earnings are

w
1 + r

(7.27)

(Again, note that the number of individuals is a continuum, hence the 
expected value is equal to the average value.)

Thus, the average loss per individual is

E(w\w < w < wc) - 1 + r > w
w

T+7 >0, (7.28)

where the inequality sign in equation (7.28) arises from equation (7.4).
The preceding discussion shows that for the set of individuals who remain 

in the home country when p > 0, that is, individuals of types (i) and (ii), some 
receive lower net earnings than when p = 0, while others receive the same net 
earnings. Thus, the average earnings of type (i) and type (ii) individuals when 
p > 0 are lower than when p = 0. We next show that the departure of educated 
individuals further reduces the average income.

(iii) Had p = 0, the individuals who would have acquired an education as a 
fraction of the individuals who would have acquired education had p > 0 is

c(0)/ Ω _  c(0) 
c(p)/El ~  c(p) '

When p = 0, the average income of type (iii) individuals who would have 
acquired education, net of the education cost, would have been w — €-ψ·. 
Recall that the earnings of the uneducated are Φ. Thus, when p = 0, the 
average income of individuals of type (iii) is

c(0)
c(p)

-  Φ )
W 2

1 - £ ( 0)

c(p) Y

When p = 0, the average income of all individuals is

c(0) Γ- C(0)1 + \  c(0)-
Ω L 2 J Ω _ Φ.

(7.29)

(7.30)

Because Ω > c(p), and w -  ^  > w -  c(0) = Φ (recall equation (7.4)), we have 
that

c ( 0 )

c(p)
1 - £(0)

cip).
Φ > £ (0)

Ω
c(0)~
Ω Φ.

T hus, th e  average  in c o m e  o f th e  in d iv id u a ls  w h o m  th e  h o m e  c o u n try  loses
th ro u g h  m ig ra tio n  w o u ld  h av e  b e e n  h ig h e r  th a n  th e  n a tio n a l average  w h e n
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p = 0. Thus, when p = 0, the average income of individuals of type (i) and 
type (ii) is lower than the average income of individuals of type (i), type (ii), 
and type (iii). Therefore, the loss of educated individuals through migration 
further reduces the average income in the economy.

(2) Note that from equation (7.18),

det(pt,H)
ιΙΏ, (7.31)

for any given pt and ξ. Since, recalling equation (7.20),

det-\ < 0,

it follows that
det (ρι,ξ) 

det- 1
(7.32)

Thus, when pt-i is chosen in such a way that pf_ i =p°>0  and 
e(p°, 1) > e(0,1), noting equation (7.32), we have

etiPt, ß)\pt-i=p° > et(p*\ ß)\pt-i=p° > et(P*t*, ß)\p,-i=o (7-33)

where the notation et(p*t , ß)\pt i =p« means the fraction of the population 
remaining in the home country who are educated when pt-i = p" and pt = p*t , 
and where

Pt =arg max et(Pt,ß)\p,-i=p°
and

Pt* = ar8 max et(Pt, β)\Ρ,.λ=ο· 
Hence, when ec is in the region

et(p*t, ß)\Pt-\=p° >ec > et(pi*, ß)\Pt_1=0 (7.34)

'take-off' is possible in period t in a framework of rational expectations equi­
librium only if migration was allowed in the preceding period so that more 
parents chose to become educated. Q.E.D.

Proposition 1 analyzes the negative and the positive welfare implications 
of migration by skilled individuals in a unified framework. In the short 
run, we encounter three possible negative consequences: migration leads 
to a reduction in the 'stock' of better-educated individuals, which in turn 
reduces average income; when a fraction of the educated individuals who 
otherwise would have worked are lured to form human capital only to end
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up unemployed, output shrinks; since the possibility of migration motivates 
individuals to acquire higher education, when some of them remain in the 
home country, the returns to their education will turn out to fall short of the 
costs of their education. Unless the economy 'takes off', these individuals' 
overeducation is socially inefficient in the short run.

However, we next demonstrate that in the long run (one generation down 
the road), the legacy of a relaxed migration policy prompts 'take-off' of the 
economy. Our results are derived in a framework of rational expectations 
equilibrium: the brain drain is accompanied by a 'brain gain'; the ensuing 
'brain gain' can result in a higher average level of human capital in the home 
country; the higher average level of human capital can prompt 'take-off' 
of the economy. In such a setting, overeducation can become dynamically 
efficient (due to the intergenerational externality effect of human capital) 
even though it may be statically inefficient. Thus, Proposition 1 implies that 
a relaxation in migration policy in both periods is conducive to achieving 
the benefit of long-run growth.

4 The prospect of a welfare gain
In this section we examine the welfare implications of 'take-off' in the next 
period. We use V  to denote the short-run loss in terms of average income 
arising from the prospect of migration, and G1 to denote the benefit measured 
in terms of the average income in the next period arising from the prospect 
of migration less the average income that would have obtained with no such 
prospect. We thus define the social welfare function as follows:

where p is the social discount rate across generations. Then, we have the 
following proposition.

Proposition 2: Suppose that the economy takes off in the next period if and only 
if migration is allowed. I f ß is sufficiently large such that

migration of educated individuals will confer a welfare gain to the individuals 
remaining in the home country.

Proof: See the Appendix.

Proposition 2 implies that in spite of the additional costs of migration for 
a developing country, the insight that the brain drain can confer a benefit 
to the country is still retained. Rather than causing human capital drain and

- V  + pG1 (7.35)

ß>
0.5[(1 -  p)(c(p))2 -  (c(0))2] + Φ(ΰ(ρ) -  c(0)) r + o + ro

p c ( 0 ) w
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output contraction, the migration of educated workers entails human capital 
gain and output growth. An analysis of the entire dynamics associated with 
the response of educated workers to the prospect of migration therefore raises 
the intriguing possibility that the devil is, in fact, an angel. The results are 
more powerful than those reported early on since the prospect of migration 
is taken to entail both depletion of human capital and unemployment of 
human capital, which renders it more difficult to hold migration as a catalyst 
for growth.

In addition, when 'take-off' occurs, we have the following proposition.

Proposition 3: After 'take-off', the unemployment rate of the educated is lower 
than that prior to 'take-off'.

Proof: Prior to 'take-off' we know, following equations (7.3) and (7.5), that 
the unemployment rate of the educated is

ub = F(wc) = F ’( l-p ')w  i p 'u / " 
1 + r  + 1 + r

(7.37)

After 'take-off', the fraction of the educated who are unemployed is

ua = P(ßu> < wcc) = F

where wcc is the equivalent of wc in (2.3), that is,

[(! -  p')/SüJ + p'u/] .

Thus,

na-p')ßw+p'wf]\
l  (1 + r)ß )

= F (1 -  P') w 
1 +r

p’wf
(1 +r)ß_ '

(7.38)

(7.39)

(7.40)

Comparing equations (7.37) and (7.40) and noting that ß > 1 and F’ > 0, 
we have

ub > ua. (7.41)

Q.E.D.
Proposition 3 states that 'take-off' bites into the unemployment rate of the 

educated. The intuition is straightforward. After 'take-off', the domestic wage
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rate of educated workers increases. Hence, the relative benefit of waiting for 
overseas employment decreases. This reduces the unemployment rate of the 
educated.

5 Simulation

We conduct simulation exercises aimed at fleshing out the channels that were 
identified in the analysis undertaken in the preceding sections. We divide this 
section into 5 subsections. Subsection 5.1 specifies the parameters. In relation 
to the proof of Proposition 1, subsection 5.2 analyses the cost of ‘educated 
unemployment'; subsection 5.3 examines the cost of overeducation; subsec­
tion 5.4 discusses the direct cost of a brain drain; subsection 5.5 investigates 
the brain gain.

5.1 Parameter specifications
We specify the parameters as follows:

w follows a uniform distribution over the domain [1, 2]. Therefore we get

This implies that the wage rate in F is approximately 3.3 times the average 
wage rate for the skilled in H. Also, note that it is possible that <t>>w' since 
schooling involves an opportunity cost of not working. Moreover, we spec­
ify that the (initial) value of Ω, the upper bound of the cost of acquiring 
education, is 3.

From equations (7.42) and (7.43), and recalling equation (7.3), we get

a =  0, w‘ = 1, wh = 2, u / = 5, r = 0.5%, Φ = 1.2 (7.42)

w = 1.5. (7.43)

w (7.44)

Since wc < wh, we assume that

i + l p < 2

namely that
3 (7.45)

From equation (7.44), we get

(7.46)
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Inserting equations (7.42), (7.44), and (7.46) into (7.9), we get

V = pu>f + (1 -p )  

3 7 49

/ ’ wF'(w)dw + F(wc)wc

49
=  -  4— P  +  — P 2 --------P 3 .2 r  18K 18r

(7.47)

Then, from equation (7.13), we have

3 7 49C( p ) = v - Φ  = —  + - ρ + — ρ18

Then, recalling equation (7.16), when there is a prospect of migration, the 
number of the educated individuals, say university graduates, remaining in 
the developing country is

, 7 49 2 
-  * 10 + 2P+ 18P

49
18^ (1 -p ) ΗΌ] /Ω. (7.48)

Since the number of uneducated individuals (who do not migrate) is 1 — 
the total number of individuals remaining in H is

m + 1
c(p)
Ω (7.49)

5.2 The cost of 'educated unemployment'
Inserting equations (7.42), (7.44), (7.46), and Ω = 3 into equation (7.25), we 
get that the number of the unemployed educated individuals who remain in 
the home country is

U(p) = (1 -p)F(wc)C- ^ ( l  - p)

- 5*
■ 2 / 3  7 49 2 49 3\

' P)  ̂10 + 2P+ 18P 18P ) ‘ (7.50)

The proportion of these individuals as a percentage of the total number of 
individuals who remain in the home country is

U{p) = U(p)
m  + 1 -  ψ  '

(7.51)
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Also, as discussed in section 2, a simple indicator of the unemployment rate 
among the educated individuals is F(wc).

From (7.28), we know that the average loss for these individuals is

E(w\w1 < w < wc) — 1 + 1 -F jp
1 + r  2 1 + 1 6P' (7.52)

This earnings loss in terms of the percentage of these individuals' average 
earnings in the absence of unemployment is then

/“ = Ip = Ip = 7P
E(w\wl < w < wc) 1  + 2p 6 + 7p 

Then, we have the following Table:

(7.53)

Table 7.1 The short-run cost of 'educational unemployment'

p(%)

/“(%) (average 
cost of'educated 
unemployment')

F(wc) (%) (unemployment 
rate of the educated)

u(%) (total
unemployment
rate)

1 1.15 2.33 0.26
2 2.28 4.67 0.56
3 3.38 7.00 0.90
4 4.46 9.33 1.28
5 5.51 11.67 1.71
6 6.54 14.00 2.17
7 7.55 16.33 2.66
8 8.54 18.67 3.20
9 9.50 21.00 3.77

10 10.45 23.33 4.37

From Table 7.1 we see that as the probability of migration increases, 
both the unemployment rate of the educated and the average loss for these 
unemployed individuals increases. For example, if p=  10 per cent, then the 
unemployment rates among the educated and among the entire popula­
tion are, respectively, 23.33 per cent and 4.37 per cent, and the average 
(percentage) loss for these unemployed individuals is 10.45 per cent.

5.3 The cost of overeducation
From equations (7.21) and (7.48), we know that when there is a prospect 
of migration, the number of educated individuals remaining in the home 
country who have acquired a higher education 'wrongly' is not less than

0 (p ) =  R ( p ) - R (  0). (7 .54)
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The proportion of these individuals as a percentage of the educated individ­
uals who remain in the home country is

Hp) =
Q(P).
R(p)'

(7.55)

the proportion of these individuals as a percentage of the total number of 
individuals who remain in the home country is

η(ρ) Q(P)
R(p) + l - c ( p ) /Q '

(7.56)

From (7.24), we know that for these individuals, the average net loss per 
individual is not less than

c(0) +  c(p) ^---------------- (w — Φ). (7.57)

If an individual does not acquire an education, his net earnings are Φ. Thus, 
the percentage loss is not less than

£ Μ >  - ( üj-Φ ) = c(0) + c(p) — 0.6 
Φ 2.4

Then, we have the following Table:

(7.58)

Table 7.2 The short-run cost of overeducation

P(%)

l°(%) (average 
cost of
overeducation)

X(p)(%) (the proportion of 
the overeducated among 
the educated)

η(ρ)(%) (the proportion of 
the overeducated among 
the entire population)

1 1.47 9.59 1.06
2 2.96 17.43 2.12
3 4.47 23.92 3.16
4 6.01 29.38 4.19
5 7.56 34.03 5.20
6 9.13 38.01 6.20
7 10.73 41.46 7.19
8 12.33 44.46 8.16
9 13.96 47.09 9.11

10 15.60 49.40 10.04

From Table 7.2 we see that as the probability of migration increases, the 
proportion of overeducated individuals increases no matter whether the pro­
portion is measured as a percentage of the educated individuals who remain
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in the home country or as a percentage of the total number of individuals 
who remain in the home country. For example, if p = 10 per cent, the pro­
portion of overeducated individuals is close to 50 per cent of the educated 
individuals who remain in the home country, and about 10 per cent of the 
entire population. Also, as the probability of migration increases, the average 
net loss of overeducated individuals increases. For example, if p = 10 per cent, 
then the average loss of overeducation is 15.60 per cent.

5.4 The direct cost of a brain drain
Suppose that a certain number of educated individuals migrate from H to F, 
which results in a brain drain. The direct cost of the brain drain is measured 
as the difference between the average income when no migration is allowed 
and the (maximal) average income when a certain number of educated indi­
viduals migrate. Specifically, we proceed in two steps, (i) We calculate the 
average net income when migration is not allowed. We denote this average 
income by Z1. Clearly,

Z1 = £ (0)

Ω
w - c(0)

+ 1 -
c(0)
Ω

Φ. (7.59)

(ii) From the preceding analysis we know that the number of individuals who 
migrate is

M(p) -  ~ P + P ' d - P ) ^ f ( w c)

-(
49 49

----------1— p  ----------p ------------ p10 2y 18y  18F p + ( 1 -p )  3 P2) / Ω. (7.60)

For the remaining individuals, if they could anticipate that they would stay in 
H, then neither 'educated unemployment' nor overeducation would occur. In 
this hypothetical scenario, we calculate the average income for the remaining 
individuals (educated and uneducated) in H, which we denote by Z2. Note 
that this calculating procedure eliminates the influence of 'educated unem­
ployment' and overeducation, which allows us to calculate the direct cost of 
the brain drain. Then, the direct loss from the brain drain, which is denoted 
by D, is

D = Z l - Z 2.

To calculate Z2, we first calculate what the average income of those indi­
viduals who migrate would have been had they stayed at home (in the 
hypothetical scenario that they anticipate p = 0). We denote this average 
income by I(p), and we get

m  =
£(0) Γ_ C(0)1XV------- + 1 _ £ (0 ) '
c(p) L 2  J c(p).

Φ. (7.61)
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Recall that the total number of individuals in H in the absence of migration 
is one. Then, we know that the total income of the remaining individuals (in 
this hypothetical scenario) is

1Z1 -  M(p)I(p) = Z1 -  M(p)I(p). (7.62)

Thus,

Then, the direct loss from the brain drain in percentage terms is

_  Z1 - Z 2 
= Z1 '

Then, we have the following Table:

(7.64)

Table 7.3 The direct cost of a brain drain in the short run

p(%) Z1
M(p) (% of total 
population) Z2

d(%) (average direct 
cost of migration)

1 1.215 0.11 1.2149 0.011
2 1.215 0.26 1.2147 0.023
3 1.215 0.44 1.2146 0.034
4 1.215 0.65 1.2144 0.046
5 1.215 0.89 1.2143 0.058
6 1.215 1.18 1.2141 0.070
7 1.215 1.50 1.2140 0.082
8 1.215 1.86 1.2139 0.094
9 1.215 2.27 1.2137 0.107

10 1.215 2.72 1.2136 0.119

From Table 7.3 we see that d increases with the probability of migration. 
However, d is only 0.119 per cent even when p ~  10 per cent, which implies 
that the direct cost of migration is quite small. The intuition is that most of 
the population in a developing country is uneducated, and it is this unedu­
cated population that mainly determines the average income in the country. 
Thus, even if a significant proportion of the educated migrate, the impact on 
the average income of the developing country can be relatively small.

In summary, the simulation conducted thus far shows that the cost of 
the two new negative consequences of migration introduced in this chapter, 
namely 'educated unemployment' and overeducation, can amount to sig­
nificant losses for the individuals affected, who may constitute a substantial 
proportion of the educated individuals. In addition, in per capita terms, the
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cost of a brain drain may be relatively small if the proportion of educated 
individuals in the economy is small.

5.5 The brain gain
In this subsection, we calculate the proportions of university graduates in the 
developing country in both the preceding period and the current period. As 
analyzed in section 3, an individual's decision to acquire education depends 
on the domestic wage rate as well as on the probability of working abroad, 
which implies that, in particular, the decision depends on whether the 
economy can 'take off'.

For simplicity, we slightly modify a previously made assumption, consid­
ering now  a setting w herein 'take-off' is possible in  the current period, but 
no t in the preceding period. Hence, from equations (7.48) and (7.49), we 
know that in the preceding period, the proportion of university graduates 
remaining in the developing country as a percentage of the total number of 
individuals who remain in the country is

m  =
Rip)

R(p) + i - c (p) /a '

Then, we have the following Table:

(7.65)

Table 7.4 The brain gain

P(%)
^  (% of individuals who 
choose to be educated)

k(p) (% of individuals who choose to 
be educated and remain in H)

0 10.00 10.00
1 11.18 11.07
2 12.37 12.14
3 13.58 13.20
4 14.81 14.25
5 16.05 15.29
6 17.31 16.32
7 18.58 17.34
8 19.87 18.35
9 21.17 19.34

10 22.48 20.32

From Table 7.4 we see that as p increases from 0 per cent to 10 per cent, 
the proportion of university graduates remaining in the developing country 
more than doubles.

Now we specify

=  fit-i -  15(kt-i - 0 .1 ) (7 .66)
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where kt-\ is the value of k(p) at time t -  1. As in Section 3, we refer to time 
t -  1 as the preceding period, and to time t as the current period. We make 
the following specifications:

β = 1.2, ec = 33%. (7.67)

There is now a need to calculate two Nash equilibria. The first equilibrium is 
derived under the belief that ξ= 1, the second equilibrium is derived under 
the belief that ξ = β=  1.2. Then, if e(pt, 1) <33%, the first equilibrium is a 
self-fulfilling rational-expectations equilibrium; if e(pt, 1) > 33%, the second 
equilibrium is a self-fulfilling rational-expectations equilibrium. When there 
are two equilibria, for simplicity, we will refer only to the equilibrium under 
the belief ξ = β = \.2  (that is, under the belief that the economy will 'take 
off').

Under the belief that ξ — β = 1.2, we have that

w 1 = 1.2, w h  = 2.4 (7.68)

with w  following a uniform distribution over the domain [1.2, 2.4]. Then, 
akin to section 5.1, we obtain the following items. (Note that we use the 
subscript β to indicate that the items are derived under the belief that 
ξ = β=1.2.)

Wß = 1.8. (7.69)

wCß = - - -  - [(1 — p')w + p'u/ ] = 1.2 + 2.13p. (7.70)

λ 1.2+2.13 p  i
Fß(wc)=  /  — dw=l.78p. 

J \ 2
(7.71)

r w h

= pu>f + (1 — p) / wF'ß(w)dw + Fß(wc)wc
J wc

= 1.8 + 3.2p+ 1.9p2 -  1.9p3. (7.72)

cß(p) = νβ - Φ  = 0.6 + 3.2p + 1.9p2 -  1.9p3.

w  - ρ ψ  + ο - ρ ί ρ ’ψ ρ , ^ )Ώ Ω
(1.8 + 3.2p + 1.9p2 -  1.9p3)[(1 - p)( 1 -  1.8ρ2)]/Ω. (7 .73)
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kp{p) =
Rßip)

RßiP) + 1 — Cß{p)/n
(7.74)

For simplicity, we assume that the government of the home country can 
only set p = 5 per cent in the current period. Then, if ^(0.05) > 33 per cent, 
the proportion of university graduates remaining in the developing country 
as a percentage of the total number of individuals who remain in the country 
is ^(0.05); if kf3(0.05) < 33 per cent, the proportion of university graduates 
remaining in the developing country as a percentage of the total number 
of individuals who remain in the country is k(0.05). Noting Table 7.4 and 
drawing upon the preceding analysis and calculations, we have the following 
Table:

Table 7.5 The brain gain and economic betterment in the long run

pt(%) Pt-1(%)

kt- 1(%) (theproportion 
of the educated in 
the preceding period)

kt(%) (the proportion 
of the educated in 
the current period)

5 0 10.00 15.29
5 1 11.07 16.17
5 2 12.14 17.15
5 3 13.20 18.24
5 4 14.25 19.47
5 5 15.29 33.40
5 6 16.32 35.96
5 7 17.34 38.93
5 8 18.35 42.38
5 9 19.34 46.42
5 10 20.32 51.26

From Table 7.5 we see that 'take-off' will occur in the current period if and 
only if (that is, k(p) x 100 in the preceding period) is greater than or
equal to 15.29, that is, correspondingly, the home country's government sets 
pt-i > 5 per cent in the preceding period. We also see that when kt i increases 
(slightly) from 14.25 per cent to 15.29 per cent, kt increases substantially from 
19.47 per cent to 33.40 per cent. This is so because when fct-i = 14.25 per cent, 
then under the belief that ξ = β = 1.2, we would get kt = 31.15 per cent. Since 
31.15 per cent < 33 per cent, the belief that ξ = β=1.2 cannot be sustained 
by rational expectations and hence, only the belief that ξ = 1 is self-fulfilling, 
which yields kt = 19.47 per cent.

Thus, the simulation shows that a relaxation in migration policy in both 
the current period and the preceding period can facilitate 'take-off' in a 
developing economy in the current period.
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6 Complementary simulations
We conduct additional simulations aimed at assessing the sensitivity of the 
results that were obtained above. To this end, we fix p at 5 per cent but allow 
the value of the wage in F, u / , to vary. Also, we make a different assumption 
regarding the evolution of Ω. The specifications of the remaining parameters 
are the same as those in section 5, namely,

a = 0, w' = 1, wh = 2,p = 0.05, r = 0.5%, Φ = 1.2, Ω = 3. (7.83)

Then, w follows a uniform distribution over the domain [1, 2], which implies 
w = 1.5.

Varying wf
The logic of the analysis is essentially the same as that in section 5. The only 
difference is that the variables will be a function of u / instead of p. We then 
derive the following Table:

Table 7.6 Complementary simulations with alternative foreign country -  home 
country wage gaps

wf lu F(wc) u 1° λ Ί U d

2 0.83 1.67 0.16 1.05 2.79 0.29 0.55 0.05622
3 2.44 5.00 0.57 3.17 15.84 1.90 0.66 0.05693
4 4.00 8.33 1.08 5.35 25.96 3.53 0.77 0.05755
5 5.51 11.67 1.71 7.56 34.03 5.20 0.89 0.05808
6 6.98 15.00 2.44 9.82 40.60 6.91 1.02 0.05853
7 8.40 18.33 3.30 12.12 46.07 8.64 1.16 0.05888
8 9.77 21.67 4.27 14.47 50.68 10.41 1.30 0.05914
9 11.11 25.00 5.38 16.86 54.62 12.21 1.45 0.05931

10 12.41 28.33 6.61 19.30 58.02 14.05 1.61 0.05937
11 13.67 31.67 7.98 21.78 60.99 15.92 1.78 0.05934
12 14.89 35.00 9.49 24.30 63.61 17.83 1.96 0.05920

Table 7.6 shows that when the wage gap between the foreign country and 
the home country widens, there will be a higher level of educated unem­
ployment and a higher level of overeducation. For example, when u / = 12 
such that the income gap is = 8, then the unemployment rate among the 
educated is 35 per cent and the proportion of the overeducated is 63.61 per 
cent, even though p = 5 per cent. Meanwhile, as the wage gap between the 
foreign country and the home country widens, the average cost of educated 
unemployment, and that of overeducation, will also increase. However, we 
note that an increase in the wage gap between the foreign country and the 
home country has little impact on the direct cost of migration or on the
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number of migrants. This is so because p is at a fixed level no matter what 
the foreign wage is. Also, as the foreign wage rises, individuals with lower 
qualifications (for whom the cost of education is higher) will receive edu­
cation. Consequently, the migrants will increasingly include less qualified 
individuals. Losing these individuals through migration may not even have 
a negative impact on the average income in the home country.

The brain gain
Now we rewrite equation (7.66) as

Ω( = Ω(_ι — n(kt-\ — 0.1) (7.84)

where π is a positive parameter. In this part, we specify pt-1 = 0.05 and υ / = 5. 
Then, from section 5, we know that

k t - 1 =0.1529.

Also, we specify pt = 0.05. In addition, as in Section 5, we make the following 
specifications: /3=1.2, ec = 33 per cent. From an analysis similar to that of 
section 5.5, we derive the following Table:

Table 7.7 The brain gain under alternative intergenerational externality effects of 
human capital

π 9 10 11 12 13 14 15 16 17 18 19 20

*t(%) 18.21 18.60 19.02 19.45 19.90 20.37 33.40 34.23 35.11 36.04 37.01 38.04

Table 7.7 shows that the results obtained in Table 7.5 are quite robust.

7 Conclusions

Extending both the 'harmful brain drain' literature and the 'beneficial brain 
gain' literature, this chapter analyzes both the negative and the positive 
impact of migration by skilled individuals in a unified framework. The chap­
ter extends the received literature on the 'harmful brain drain' by showing 
that in the short run, international migration can result in 'educated unem­
ployment' and in overeducation in developing countries, as well as in a brain 
drain from these countries. Adopting a dynamic framework, it is then shown 
that due to the positive externality of the prevailing, economy-wide endow­
ment of human capital on the formation of human capital, a relaxation in 
migration policy in both the current and the preceding period can facilitate 
'take-off' of a developing country in the current period. Thus, it is suggested 
that while controlled migration by skilled individuals may reduce the social
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welfare of those who stay behind in the short run, it improves it in the 
long run.

The reason we resort to the 'educated unemployed' assumption is that we 
seek to track the implications of the removal of workers from gainful employ­
ment in their home country, a separation that occurs because they have the 
prospect of employment abroad. Our argument does not hinge then on work­
ers being unemployed at home; if workers who failed to secure employment 
abroad while remaining at home were then to migrate and seek employment 
while living abroad, and then, if unsuccessful, were to return and take up 
work at home, the result would be the same -  as long as seeking employ­
ment while abroad did not make it more likely to succeed. It is the removal 
of workers from employment, not their location when seeking work abroad, 
that matters.

At the heart of our analysis is the idea that allowing some individuals to 
work abroad implies not only a brain drain and 'educated unemployment' 
at home, but also, because the prospect of migration raises the expected 
returns to higher education, a 'brain gain': the developing country ends up 
with a higher proportion of educated individuals. Indeed, the brain drain 
is a catalyst for a 'brain gain'. Since, as already noted, due to the positive 
externality of the prevailing endowment of human capital on the formation 
of human capital a relaxation in migration policy in both the current period 
and the preceding period can facilitate 'take-off' in a developing economy in 
the current period, our analysis points to a new policy tool that could yield an 
improvement in the well-being of the population of a developing economy: 
controlled migration by educated workers. Somewhat counterintuitively, it is 
the departure of human capital that sets in motion a process of acquisition of 
human capital which, in turn, may well lead to economic betterment for all.

We conduct our analysis in the framework of partial equilibrium, assuming 
away a detailed analysis of the determination of the wage rate. Although an 
analysis based on a general-equilibrium framework will constitute a useful 
extension, we contend that such an extension will not change the qualita­
tive results of our analysis. For example, if we are interested in exploring 
significant economy-wide repercussions of migration, would it not be appro­
priate for us to assume, as in basic textbook reasoning, that the departure 
of workers raises wages at home and lowers wages abroad? Not really. The 
essence of our argument is that a small probability of working abroad could 
trigger large repercussions such as the ones to which we allude. As such, 
the limited migration that takes place need not be accompanied by any dis­
cernible changes in wage rates either at home or abroad. Moreover, there 
are two main repercussions to the formation of human capital that tend to 
impact in opposite directions, and hence could cancel each other out: on 
the one hand, an increased supply of human capital at home could lower the 
returns to human capital at home; on the other hand, the increased supply of 
human capital could confer positive externalities, and hence raise the returns
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to human capital. The partial equilibrium setting could then be akin to that 
which would be yielded by a general equilibrium configuration.

Two additional comments in support of the robustness of our analysis are 
in order. First, it might be argued that if a fraction of the educated work­
ers exit the home economy and if educated workers withdraw their labour 
from the home economy, then the wage paid to educated workers could be 
expected to rise. We have, however, already pointed out that such a wage 
change may not occur since these two responses coincide with the remain­
der of the educated workforce being more educated, an occurrence that is 
in direct response to the prospect of migration. Furthermore if, contrary to 
our assumption, the said two responses do indeed entail an increase in the 
home-economy's wage for the educated, then the effect of the enhancement 
of expected earnings through the prospect of migration will only be ampli­
fied by the higher home-country wage, and our claim that the prospect of 
migration impacts favourably on human capital formation will become even 
more compelling. Second, the assumption of a homogenous workforce eases 
our exposition. In related work, Stark and Wang (2002) have shown, albeit at 
the cost of some mathematical complexity, that incorporating the alternative 
assumption of a heterogeneous workforce yields results akin to those derived 
upon assuming a homogeneous workforce.

8 A ppendix  

Proof of Proposition 2
From the proof of Proposition 1, recalling equation (7.30), we know that 
when p = 0, the average income of all the individuals is

c ( 0 )

Ω
_  c(0)a , -  — + £ ( 0 )

Ω
Φ.

When p> 0, and recalling equation (7.16), the number of educated 
individuals remaining in the home country is,

a - p ) [ l - p { l + < x ) F ( w c)]C- ^ ,

and the number of uneducated individuals is 1 — ^ . Therefore, for all the 
individuals remaining in the home country, if no one had chosen to be 
unemployed, the total (net) income would have been

( l - p ) [ l - p a + c * ) F ( w c)]C- ^ + 1 - c(py
Ω Φ. (7.75)
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Furthermore, from equation (7.25), we know that the number of the 
individuals who become unemployed and remain in the home country is

£ (^ )Φ )(1 -ρ )[1 -ρ (1  + α)]/Ω.

The average income of these individuals, had they chosen to work rather than 
become unemployed, would have been E(w\w' <w< wc), whereas, recalling 
equation (7.27), their average income when choosing unemployment is -j^. 
Since, recalling equation (7.28), the average net cost is

£(ιυ|ιι/ < w < wc) —
w

IT?
the total cost is

£(u>|u/ < w < wc) —1 + r F(wc)c (p )(l-p )[ l-p { l+ a )] /n . (7.76)

Thus, when p > 0, for all the individuals remaining in the home country, 
their total income (income if all were employed less the income lost due to 
unemployment) is equal to

Ω
Γ _  C(p) 1W - - - τ ­ + \  c(pY
ι  2  J Ω Φ

E(w\wl < w < wc) — ) c ( p ) ( l -p ) [ l - p ( l+<*)]/Ω. (7.77)

For expositional simplicity, we define Γ ξ=(1 -p ) [  1 - p ( l  +a)F(u/)]. Since 
Γ > (1 —p)[l - p ( l  +a)], total income is

Λ > rfwr.-fsnji-
Ω L 2 J L
E(w\wl < w < wc)—

[

c(py
Ω

> r  W U - CM

1 + r
c(p)
Ω

-  ĵ E(ti>|u/ < w < wh)~ 1 + r

w r C(p) p (c^ ))2 i
1 + r  Ω 2Ω 1 -

Φ

F(wc)c(p) Γ/Ω 

Φ

F(wh)c(p) Γ/Ω 

c(py
Ω Φ. (7.78)
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Assuming that the condition, u / >(3+a)w, is satisfied, we know from 
Lemma 1 that

r C- !£  = ( 1  -  P)[l -  p(l + a)F(uO] ^  > £ (0 )
Ω

Therefore, we have

Λ > c(0) w r (c(p))2 | 
Ω 1 -f- T  2Ω

£(P)
Ω Φ.

Note th a t since the entire population is normalized to  be one, the total 
num ber of the individuals rem aining in the hom e country is less than  
one. N oting tha t Γ < 1 — p, we know tha t the average net incom e of these 
individuals is greater than

c(0) w r (c(p))2 Γ 
Ω 1 ~h r 2Ω

ΟΡ)]φ > Φ )  w 
Ω Ω 1 + r (1 -P) (Φ ))2

2Ω

+ c{p)
Ω

Φ. (7.79)

W hen p = 0, recalling (7.30), the average incom e of all individuals is

c(0)~
2

1 - c(0)~
Ω

Φ.

Thus, the short-run loss in terms of average income arising from the 
migration prospect is less than

L = c(0)
Ω

+ Ü

Γ_ C(0)1
r _ ~ r j

+ \  c(0)‘
Ω

) (c(P))2
2Ω

"j c{py 
Ω

Φ -

Φ

c(0) w 
Ω 1 + r

rc( 0) _  (1 -p)(c(p))2
-ív H-------- (c(0))2

(1 + γ)Ω 2Ω ■ c(0)). (7.80)

Consider now the gain to the home country if 'take-off' occurs in the next 
period. We first note that a feasible scenario is for the government to set 
p = 0 after the economy takes off. Hence, the maximal average income of 
the economy when p is optimally chosen is not less than that when p = 0. 
Next, we note that when p = 0 and after the economy takes off, the number 
of individuals who choose to be skilled is greater than the corresponding 
number before the economy takes off, ^ . This increase in the number of
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educated individuals will increase average national income, since the gain 
from receiving education is greater than the cost of acquiring education. 
Thus, after the economy takes off, average income in the economy is greater 
than that when p = 0 and ^  fraction of individuals receive higher education, 
namely

£(0)' 
Ω Φ.

Then, the benefit measured in terms of the average income in the next period 
arising from the prospect of migration less the average income that would 
have obtained in the absence of such a prospect is greater than

G
c(0) ■ 

Ω
£ ( 0)

Ω Φ - £ ( 0 )

Ω
£(or

2
1 £(0)'

Ω Φ

(7.81)

Thus, the long-run gain is greater than the short-run loss if

—L + pG > 0, (7.82)

where p is the social discount rate across generations. 
Inserting equations (7.80) and (7.81) into (7.82), we get

rc(0) (1 -  p)(c(p))2 -  (c(0))2
(1 + γ)Ω W 2Ω

Φ c(0)_
-  -(c(p) -  c(0)) + ρ{β -  l)-^ u >  > 0,

namely

0.5[(1 -p)(c(p))2 -  (c(0))2] + Φ{cjp) -  c(0)) r + p + rp 
pc(0)w p(l + r)

In other words, if the condition (7.36) is satisfied, then (7.82) will be 
satisfied. Q.E.D.

Notes
1. As noted by Stark (2004), this view has become so entrenched that it is regularly 

echoed by the informed press.
2. See, for example, Stark, Helmenstein, and Prskawetz (1997, 1998), Mountford 

(1997), Beine, Docquier, and Rapoport (2001), Stark and Wang (2002), Stark 
(2005), Stark etal. (2006), and Boucher, Stark, and Taylor (2008).

3. See, for example, the empirical observations with regard to 'educated unemploy­
ment' in Fan and Stark (2007).
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4. There is an interesting literature in labour economics on 'overeducation' which 
is defined somewhat differently than in our setting (Sicherman, 1991). Inter­
estingly, using American data, Sicherman shows that overeducation can be 
partly explained by the mobility patterns of educated workers. In our setting, 
overeducation is explained by the prospect of migration for educated workers.

5. See, for example, Kapur and McHale (2003) on the link between migration and 
the growth of the IT sector in these countries.

6. The assumption has been used widely in the literature (see, for example, Galor and 
Stark, 1994; and Galor and Tsiddon, 1996). The 'beneficial brain drain' literature 
has so far drawn on a single-period model or on a long-run steady state analysis, 
and hence is not suitable for the unraveling of the complete set of the dynamic 
costs and benefits, presumably tilting the analysis in favour of a more sympathetic 
view of the consequences of the migration of skilled workers.

7. The concept and phenomenon of a 'take-off' have been emphasized frequently 
in the development literature and are at the heart of many analyses by economic 
historians of the stages of economic growth (Rostow, 1960).

8. The 'big push’ theory (for example, Murphy, Shleifer and Vishny, 1989) and the 
argument of a skill-induced technological change (for example, Acemoglu, 1998) 
both explain the endogenous determination of ß.

9. Since a larger ß implies higher returns to education, we would expect e(p, ß) to be 
an increasing function of ß. In addition, if e(0, ß) < ec, a careful choice of p (>0) 
can reverse this inequality.

10. It can be less because some individuals may choose to become unemployed, yet 
the unemployment is ex post inefficient if they fail to go abroad.
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8
An Optimal Selective Migration 
Policy in the Absence of Symmetric 
Information, and in the Presence of 
Skill Formation Incentives*
Oded Stark, Alessandra Casarico, and Silke Uebelmesser

1 Introduction

In this chapter we study the selection policy of incoming migrant workers 
when the receiving country's own welfare guides the formation of policies, 
when selection is made under asymmetric information, and when workers 
differ in terms of their level of human capital. Informational asymmetry 
arises when employers in the receiving country (in contrast to employers in 
the sending country) cannot decipher the true skill level of individual work­
ers (who, however, know well their own skill levels). Selection is achieved via 
levying a proportional tax on migrants' earnings. (An equivalent way of con­
ceptualizing the selection tool is to think of it as an entry fee to be paid in the 
form of a tax on earnings.1) We calculate the optimal tax when human capital 
is fixed -  'a fixed human capital framework' -  and in the presence of a human 
capital formation incentive -  'an adjustable human capital framework'.

We find that in the presence of a behavioural response by potential 
migrants, there is a trade-off between selecting high-skill migrant workers 
and reaping tax revenues on the one hand, and the detrimental reaction 
with respect to the incentive to invest in skill acquisition, as a consequence 
of the tax, on the other hand. Human capital responses at origin tie the tax­
ing hand at destination. Such is not the case in the absence of an incentive 
to invest in skill acquisition. The absence or presence of a skill formation 
response matters also for establishing the impact of a selection policy on the 
welfare of the natives of the sending country. In the adjustable human capi­
tal framework, we find that there are instances in which the sending country 
experiences an aggregate increase in welfare compared to a closed economy,

* We are indebted to Thomas Piketty, Marcin Jakubek, and Anna Zylicz for insightful 
comments and very helpful advice.

1 5 2
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even though the tax is selected in order to maximize the welfare of the natives 
of the receiving country.

Migration policies have occupied the center stage of policy debates in both 
developing and developed countries. In particular, countries in Europe have 
recently exhibited an increasing tendency to formulate policies targeted at 
attracting skilled workers. France has been coming up with corresponding 
legislation (‘Loi relative ä l'immigration et ä l’intégration'); Germany is dis­
cussing similar policies; the UK has recently introduced a point system akin 
to the systems already in place in Canada, Australia, and New Zealand, and 
the European Union has come forward with the 'blue card' initiative which 
targets exclusively skilled workers, and which allows such workers free mobil­
ity across the member countries. All of these moves are aimed at enticing the 
skilled, and keeping out the unskilled.

As early as the 1980s, the economics literature yielded several elegant 
studies of the management of migration flows by the receiving countries 
(examples of such studies include Ethier, 1986, and Djajic, 1989). Recently, 
Bianchi (2006) has analyzed the interplay between immigration restrictions 
and migrants' skill composition in a framework in which migrants are 
positively self-selected, and resorting to alternative welfare functions, Ben- 
habib and Jovanovic (2007) asked which migration policy (skill-neutral or 
skill-biased) maximizes world welfare.

In this chapter we identify a country-of-destination tool for achieving selec­
tion, and we show how the tool should be wisely applied by that country. 
Moreover, given a natural concern that 'creaming off' policies could inflict 
harm on the sending countries, we further show that, quite unexpectedly, the 
receiving countries' gain need not come about at the expense of the sending 
countries' pain.

2 The basic m odel

We consider a two-country setting: a sending country, S, and a receiving 
country, R.2 Workers differ in their skill level. We assume that the level of 
human capital of the unskilled workers, ϋ, is exogenously given, and that it 
is the same in the two countries and the two frameworks. The level of human 
capital of the skilled workers in country i is ϋ', i = S, R.

Let the average level of human capital in country i be ű'. In a closed econ­
omy setting, the gross earnings of a skilled worker (h) and the gross earnings 
of an unskilled worker (w) are, respectively,

fl = f ‘ß‘ ln(#' + 1) + η 1η(ι?' + 1) (8.1)

fű = ß' InQ? + 1) + ij InW' + 1). (8 .2 )
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Thus, we assume that fj, j = h, u, depends on the level of the individual's
human capital (ű‘ or &), and on the average level of human capital (&'), viz. 
a human capital externality effect. Countries differ in their technologies. 
While, for the sake of simplicity, we assume that social returns, η, are the 
same in both countries, private returns differ. The superior technology of an 
advanced, developed country renders the application there of a given level 
of human capital more productive than in the sending developing coun­
try. Consequently, we assume that ßR>ßs. The term ψ' is an idiosyncratic 
productivity parameter that applies to skilled workers. It reflects their pro­
ductivity edge when compared to the productivity of unskilled workers, for 
any given level of human capital. We assume that ψ' pertains only to the 
receiving country where more advanced technologies are applied, that is, we 
assume that > x//s = 1.

We assume that in the open economy setting, workers of skill level j in 
the sending country face an exogenous probability m;, / = h, u, of migrating 
to the receiving country with mu = nth = m < 1 in the absence of selection. 
The total number of migrants will then be M = mNs = nihHs + mu(Ns -  Hs), 
where Ns is the total native population in the sending country, and Hs is the 
number of skilled workers in the sending country.

Given our interest in the selection procedure of the receiving country,
c —Rwe assume that > i? , which implies that in an open economy environ­

ment, the receiving country has an incentive to attract skilled migrants who 
will have a positive impact on the average level of human capital there. We_ft _c
also assume that ű > ű , viz. if the receiving country allows in a mixture 
of sending-country workers whose average skill is the same as that which 
obtains in the sending country, the productivity of its native workers will 
suffer.

The government of the receiving country exercises selection via levying a 
proportional tax y on the earnings of the incoming migrants. The tax is set so 
as to maximize the welfare of the native citizens, whose welfare function is

Φ = HRßRx/rR lnfd* + 1) + (Nr -  HR)ßR ln(d + 1) + Νκη lnftf* + 1 ) + Myfß. (8.3)

Hr and NR indicate the number of skilled workers and the total native pop­
ulation in the receiving country, respectively; a tilde denotes open economy 
variables; and denotes the earnings of the migrants. A higher average level 
of human capital at R contributes to higher incomes and welfare there.

When selection is successful, mu = 0; only skilled migrants enter. The num­
ber of migrants is then M = where rrih = m~^ > m. We assume that Hs 
is large enough so as to ensure that M <HS.

When establishing the equilibrium conditions under which the receiv­
ing country successfully selects in only skilled migrants, the behavioural 
responses of skilled workers in S turn out to be of paramount importance.
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To see this we analyze first the fixed human capital framework and, then, the 
adjustable human capital framework.

2.1 A fixed human capital framework
Obviously, for equilibrium to hold in which only skilled workers migrate, the 
unskilled workers will have to find it disadvantageous to migrate, while the 
skilled workers will have to find it attractive to migrate. If unskilled workers 
were to migrate, then we assume that in the presence of asymmetric infor­
mation every migrant worker will be paid the same wage, f R, based on the 
average productivity in R of the group of skilled and unskilled migrants

~ o Hs ~R Ns -  Hs ~ „
f = w r" + ^ - f“· (8.4)

where a hat indicates the absence of selection policies, and where the pro­
portions of skilled workers and unskilled workers in the migrant population 
are the same as their proportions in the population of the country of origin.
We assume that the actual wage paid is equal to f R, and that the wage deter­
mination rule is known to all workers prior to their possible migration. For 
selection to be successful, the following twin conditions need to hold:

( 1  — y)fR <fu~*y> 1 — =  K m in, ( 8 . 5 )
f R

(1 -  y)fh >  / /?  ^  T  <  1 ~  ^  =  Y m a x - ( 8 . 6 )

In (8.5), we have a condition that the unskilled do not find it advantageous 
to migrate. If the unskilled do not migrate, then the skilled, if they were 
to migrate, would be paid their group-specific wage f R. The condition in 
(8.6) states that for the skilled workers to find it advantageous to migrate if 
the unskilled workers are weeded out, the skilled workers will need to have 
earnings in R, net of the tax, that are higher than their earnings in S in 
the closed economy setting. For an equilibrium with selection to obtain, the 
prevailing tax rate γ needs then to observe ymin  < y < /m a x · 3

2.1.1 The optimal tax
When (8.5) and (8.6) hold, M = mhHs, and thus f R= fR, that is, given that 
only skilled workers migrate, these workers earn in the receiving country 
their group-specific wage. The objective function to be maximized in order 
to determine the optimal tax rate is therefore, following (8.3),

Φ =  M y f £  = m hH sy f R. (8.7)
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The reason for this simple objective function is that only the last term in
(8.3) depends on y. Differentiating (8.7) with respect to y, we obtain

^  = mhHsf R > 0 (8.8)

which, from (8.6), implies a corner solution to the maximization problem. 
Consequently, the optimal tax is

V* = Kmax -  ε (8.9)

where ε is an infinitesimally small number.
Under a y*-based selection policy, the unskilled workers will not have an 

incentive to migrate since y* = ymax — ε  > ymm. Once the skilled workers are 
sorted away from the unskilled workers, they are taxed so as to skim off all 
but a tiny amount of their extra earnings in R.

2.2 An adjustable human capital framework
We consider next the case in which the human capital investment decision 
of the skilled workers in S responds to the employment prospect in R, a 
prospect of which R’s tax rate is a component. As in the fixed human capital 
framework, we seek to characterize the equilibrium condition under which 
the receiving country selects successfully. The following condition then needs 
to be satisfied:

(i -  r)fR < fu(y) (8.10)
where, while 'recycling' the notation of (8.5), it is to be understood that the 
earnings can differ across the two frameworks, and where we write f^iy), since 
f„s depends on y, albeit indirectly, via the resulting change in the average level 
of human capital in S. This dependence arises because the earnings landscape 
in the sending country is affected by the tax choices of the receiving country, 
and these choices, in turn, impact on the investment decisions of the skilled 
workers including those who end up not migrating. (This consideration will 
be elucidated further momentarily.) We define ymin as the tax rate that solves
( 1  -  ymin)fR -  f u ( y m i n )  =  0 .

When unskilled workers are deterred from migrating, the gross wage await­
ing skilled workers upon migrating is, again, their group-specific wage f R(y). 
In this setting, a skilled worker in S chooses the optimal level of his invest­
ment in human capital by maximizing his expected net earnings, wy,, which 
are given by

wh = mh( 1 -  y)fR(y) +  (1 -  mh)f (̂y) -  kűs, (8 . 11)
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where k > 0 is the cost of acquiring a unit of human capital. Drawing on (8.1) 
and (8.2), a substitution of f*{y) and f^(y) enables us to rewrite (8.11) as

wh = mh(l -y ){ /3 V ln (^ s + l) + /?ln(^ + l)}

+ (1 -  w,,){y0s ln (^  + l) + /?ln(^ + 1)} - k ű s. (8.12)

The maximization of wi, yields i)St, the optimal level of investment in human 
capital when R's selection policy is in place,

+ "γ[β κψκ(\ - y ) -  ßs]. (8.13)

When mi, = 0, we have that &s* = &s* (where űs* = ^  -  1 is the optimal level 
of investment in human capital in the closed economy setting, assum­
ing of course that ßs >k). When nif, > 0, however, űs* > űs* as long as 
βκψκ(1 — γ)> ßs . 4  We know that ßR\fR > ßs. Therefore, the optimal policy 
of the government of R has to be such that the tax rate that it chooses 
will not trigger a process that will bring the average level of human capi­
tal in R below the level which obtains in R in the closed economy setting 
(unless such a decline will be compensated by tax revenues), ifR is to admit 
skilled migrant workers from S at all. (Clearly, the government of R never 
needs to worry about not being able to 'protect' its welfare from a migration- 
induced erosion since it can always select a γ  which curtails migration 
altogether.)

From equation (8.13) we see that there is a positive relationship between 
the optimal level of the human capital that skilled workers elect to form and 
the probability of migration, and a negative relationship between the optimal 
level of human capital that skilled workers elect to form and the tax rate.

In order for the skilled workers to find it advantageous to migrate, the tax 
rate γ has to obey the following condition:

(1 -  Y)fhRt(r) -  kds*(y) > f t  -  kűs\  (8.14)

where f t ( v )  and f t  denote, respectively, the gross earnings of skilled workers 
in the receiving country with selection, and the gross earnings of skilled work­
ers in the sending country in the closed economy setting, evaluated in both 
cases at the individually optimal levels of investment, and where we high­
light the dependency of the open economy variables on the selection policy 
by expressing each of these variables as a function of the tax rate. We define 
/max as the tax rate such that (1 -  ymax) f t ( y max) -  kt* (ym3X) -  [ f t  -  kűs*] = 0.
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2.2.1 The optimal tax
Mindful of the decision-making rule of the skilled workers in S, the govern­
ment of R determines the optimal y by maximizing the objective function
(8.3) subject to the constraints (8.10) and (8.14), which jointly guarantee that 
the tax y can indeed deliver an equilibrium with selection.5 The objective 
function (8.3) reduces to

Φ = Ν*ηΙ n(űR + 1) + Myf* = Νκη\η(ΰκ + 1) + mhHsyf*'(y). (8.15)
The first term on the most right-hand side of (8.15) captures the impact that 
skilled migrants have on the average level of human capital in the receiving 
country. The second term on the most right-hand side of (8.15) is the tax 
revenue.

The optimal tax rate is determined by differentiating (8.15) and using 

Sn NRPR + mhHs^ ( y )
Ű -  W  + mhHs----- ' (8-16)

to obtain

9Φ » 1 mhHs Ms*—  - ηΝκ —--------------—----- -----
dy _|_ 1) NR + mhHs dy + mhHsfK*

R*
1 + Y dfh 

f** dűs*
d¥* 
3 Y

c

(8.17)

where ζ < 0 can be interpreted as the elasticity of the gross earnings with 
respect to the tax rate.

Even though levying the tax allows selection of the skilled workers, and 
even though, as mt,Hsf£* > 0 in (8.17) indicates, a higher tax rate bears posi­
tively on the tax revenue, we see that there is a trade-off that has to be taken 
into account. As (8.13) shows, raising the tax rate has a negative effect on 
the optimal level of human capital formed by migrants. This bears directly 
and negatively on the natives' welfare, as shown by the first term in (8.17), 
and additionally negatively via the reduction in the tax base, as shown by 
the second term in square brackets in (8.17).

The equilibrium tax rate, y*, is therefore

Y*

/min

Y £ (Kinin, ymax — 

/max £

if

if

9Φ
3 y .......

—  = 0
dy

< 0

if 9Φ
9y > o

y= rm ax

(8.18)

W h e n  th e  n e g a tiv e  effec t d o m in a te s  a t  ymin, i t  is o p tim a l fo r th e  rece iv in g
c o u n try  to  set y  a t th e  m in im a l level o f  ta x a t io n  th a t  is c o m p a tib le  w ith  th e
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entry of only skilled migrants. When the positive effect dominates at ymax, it 
is optimal to choose the highest possible level of taxation that is compatible 
with the entry of skilled migrants. An intermediate tax rate y is also possible, 
with that rate defined implicitly by setting (8.17) equal to 0.

2.3 A comparison of the two frameworks
The different reaction possibilities of skilled workers in terms of their invest­
ment in human capital map into different optimal tax policies by the 
receiving country.

Proposition 1: In the fixed human capital framework, the government of the 
receiving country will maximize welfare by levying the maximal tax γ* compatible 
with migration by only skilled workers, y* = ymax — ε. In the adjustable human 
capital framework, the government of the receiving country will maximize welfare 
by levying the tax y* e [ymm, /max — ε]. If a selection equilibrium does not exist, that 
is, if ymm > /max, the government of the receiving country will set the tax y* > ymin 
such that a closed economy regime obtains.

In the fixed human capital framework, when migration is of skilled work­
ers, the government of the receiving country serves the welfare interests of its 
native population by maximizing the tax proceeds, conditional on the tax 
'honouring' the incentive compatibility constraint for the skilled migrants 
who have to find it advantageous to migrate.

In the adjustable human capital framework, however, the presence of a 
positive effect of a higher tax rate on revenue does not necessarily imply that 
it is optimal for the receiving country to increase the tax to the highest possi­
ble level. The interaction between the level of human capital of the migrants 
and the tax proceeds may be such that the natives' welfare is maximized at 
a lower tax rate. The taxman at destination must thus be sensitive to the 
calculus of the skilled workers at origin.

3 The w elfare of the  send ing  coun try

What is the impact of a selection policy by the government of R on the 
welfare of S? In this section we compare the level of welfare of the sending 
country when a selection policy by the receiving country is in place, with 
the level of welfare of the sending country when that country's economy is 
closed. Does the 'creaming off' policy of the receiving country necessarily 
come at the expense of the sending country's welfare, when the welfare of 
the sending country is the sum total of the welfare of all its natives, migrants 
and non-migrants alike?

In the fixed human capital framework, under the optimal taxation policy 
y* = yraax — ε, the welfare of the sending country is lower than in the closed



160 Migration, Information, and Skill Formation

economy setting: the non-migrants stand to lose since in the wake of the 
departure of skilled workers, the average level of human capital in the send­
ing country is lowered, while the migrants fare about equally as their extra 
earnings are taxed away (but for a tiny amount).

In the adjustable human capital framework, the welfare effects pertaining 
to the sending economy are not that straightforward, however. While the 
skilled migrants are clearly benefiting from migration, assessing the welfare 
effects for the non-migrants (the skilled and the unskilled) is more involved. 
The change in welfare of the unskilled workers is intimately related to the 
change in the average level of human capital in the sending country. This 
level increases if the heightened incentive of the skilled workers to invest in 
human capital is not overcompensated by a reduction in the average level of 
human capital due to the departure of some of them. As to the skilled non­
migrants, they also stand to benefit from an increase in the average level 
of human capital. However, they suffer a loss due to their overinvestment, 
given that, for them, the migration opportunity did not materialize.6 The 
total welfare effect for the natives of the sending country depends therefore 
on the relative magnitude of the welfare changes for each of the three groups, 
and on the relative size of these groups. As we show next, this effect may very 
well be positive.

4 Simulations

In order to identify the optimal tax and assess whether selection is associated 
with a higher level of welfare for the sending country than the level of welfare 
that it would have experienced if it were closed, we resort to a simulation. 
We proceed as follows.

We begin with a concrete example. We represent our assumptions by means 
of specific magnitudes of the parameters. This yields what we refer to as 
the 'benchmark' simulation. We subsequently study the robustness of the 
results of the benchmark simulation under alternative magnitudes of the 
parameters.

In order to construct the benchmark simulation, we make the following 
assumptions regarding the magnitude of the parameters: the populations of 
the receiving country and the sending country are of equal size, Ns = NR; 
the share of skilled workers in the sending country, denoted by a4 5, represents
0.15 of the country's workforce; and the migration probability for the sending 
country's workers, m, is 0.03. Consequently, the probability of migration for 
the skilled workers, if the receiving country implements a selection policy 
(admitting only 0.03Ns workers who are skilled) is nih = 0.03/0.15 = 0.20.7 
Regarding the parameters of the production function, we assume that 
ßR = 2ßs; V̂  = 4; η = 0.2β$, and k = 0.5 ßs.8 As a normalization rule, we set 
ßs = 1. We also fix űR =0.8, and £ = 0.2.
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4.1 Taxation policy
Given these parameter values, we find, using (8.18), that the maximiza­
tion problem for the receiving country yields as a solution a tax rate of 
y* = ymin = 0.811 (with Kmax =  0.868) in the adjustable human capital case, 
and, using (8.6) and (8.9) (and setting aside the epsilon), a tax rate of 
y* = ymax =0.868 in the fixed human capital case. Thus, the optimal tax rate 
in the adjustable human capital case is lower than the optimal tax rate in 
the fixed human capital case; the human capital formation response in the 
sending country bites into the tax rate, it prompts the government of the 
receiving country to choose a milder tax.

4.2 The average level of human capital, and the level of welfare
We consider the case of an adjustable human capital. While our interest is in 
assessing the situation in the sending country, for the sake of completeness 
we first briefly attend to the situation in the receiving country.9 We find 
that

ŰR = 0.800 < ¥  =0.812 (8.19)

where űR is defined in (8.16). The inequality in (8.19) reaffirms that selection 
via taxation under an adjustable human capital raises the average level of 
human capital in R above the average level of human capital that would have 
obtained in R if R's economy had been closed. Equation (8.19) also yields a 
ranking of the welfare levels for the receiving country where, to recall, under 
selection, and as opposed to the closed economy setting, the welfare in R is 
enhanced not only by the elevated average level of human capital, but also 
by the revenues collected via the tax-based selection policy.

Looking at the sending country, and calculating the average level of human 
capital there, we find that in the case of adjustable human capital

!>s = 0.324 >ŰS = 0.320. (8.20)

This is an interesting result: in comparison with the incentive to invest in 
human capital that would have prevailed had the sending country been 
immune to migration, the opportunity to migrate strengthens the incentive 
to invest, thereby increasing the average level of human capital in the send­
ing country. This repercussion follows in spite of the sending country losing 
some of its skilled workers.10 In and by itself, and as already noted, estab­
lishing that the average level of human capital in the presence of selection is 
higher than the average level of human capital in the closed economy setting 
does not guarantee that welfare in the sending country increases. Unskilled 
workers are surely better off, since the change in their welfare is determined
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by the change in the average level of human capital. Skilled migrants are 
better off as their very decision to move makes clear. While skilled non­
migrants benefit from the increased level of average human capital, they are 
hurt by their overinvestment. Taking all these effects into consideration, in 
our benchmark simulation, the welfare of the sending country is higher (by
0.109) when the receiving country selects, compared to when the 'sending' 
economy is closed.11

4.3 Sensitivity of the results to alternative magnitudes of the 
parameters
We next analyze the robustness of our results to shifts in the parameters. We 
are particularly interested in finding out what happens to the welfare of the 
natives of the sending country in comparison with the benchmark config­
uration of parameters. With regard to the receiving country, since the very 
purpose of the selective migration policy is to raise the welfare of its natives, 
for all our variations of the parameters there is, indeed, a non-negative wel­
fare effect for the receiving country, compared to the closed economy setting. 
In fact, and as already noted, if the receiving country cannot implement a 
policy with a positive impact on the welfare of its natives, it will choose such 
a tax that the closed-economy regime obtains, with no changes in welfare 
one way or the other. What, however, is more revealing is that, as we show 
next, the receiving country selecting confers welfare gains upon the sending 
country compared to the closed economy setting for most of the cases that 
we happened to consider.

We proceed by modifying, first, one parameter at a time, and within a 
selected interval. We find that changes in the relative size of the native pop­
ulation in the sending country, Ns, with respect to NR, and variations in η, k,_β
ű and ű do not affect the signs of the welfare effects; they impact only on 
their magnitudes.12 The productivity gap between countries as captured by 
the values of ψ or ßR relative to ß5, the probability of migration m, and the 
share of the skilled workers in the native population of the sending country 
as, are crucial to assessing the impact of the selection policy on the welfare of 
the sending country. Tables 8.1-8.4 display the optimal tax rates (presented 
in bold in the columns γ*, ymm and ymax); a ranking of the average level 
of human capital in the sending country (a "Yes” indicates that in the open 
economy setting the sending country enjoys a higher average level of human 
capital than it experiences in the closed economy setting); and the welfare 
change in the sending country -  that is, the difference between the open 
economy level of welfare with a selection by R, and the closed economy level 
of welfare (where a positive value indicates that selection increases welfare in 
the sending country as compared with the closed economy level). The lines 
preceded by a star replicate the results of the benchmark simulation. The first 
line in Table 8.1 and the last line in Table 8.4 -  these two lines are displayed
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Table 8.1 Variation of ψ, the idiosyncratic productivity parameter of skilled 
workers

Av. human Welfare
capital in S: in S:
selection selection

Ψ X* Xrnin Kmax vs. closed vs. closed

1.0 0.987 0.629 0.502
2.0 0.787 0.718 0.741 No -0.029
3.0 0.732 0 .773 0.825 No 0.065
’4.0 0.710 0.811 0.868 Yes 0.109
5.0 0.700 0 .839 0.894 Yes 0.139
6.0 0.695 0 .8 6 0 0.911 Yes 0.160

Table 8.2 Variation of fiR, the individual productivity parameter in the receiving 
country

Av. human Welfare
capital in S: in S:
selection selection

ß R Y * Xmin Y m a x vs. closed vs. closed

1.0 0.787 0.650 0.741 No -0.029
1.5 0.732 0 .754 0.825 Yes 0.101

*2.0 0.710 0.811 0.868 Yes 0.109
3.0 0.695 0 .872 0.911 Yes 0.114
4.0 0.692 0 .904 0.933 Yes 0.112
5.0 0.693 0 .924 0.946 Yes 0.108
6.0 0.695 0 .937 0.955 Yes 0.103

Table 8.3 Variation of m, the probability of migration

m mh X* Xmin Xmax

Av. human 
capital in S: 
selection 
vs. closed

Welfare 
in S:
selection 
vs. closed

0.01 0.067 1.035 0.811 0 .868 No -0.009
0.02 0.133 0.787 0.811 0.868 Yes 0.074

*0.03 0.200 0.710 0.811 0.868 Yes 0.109
0.04 0.267 0.674 0.811 0.868 Yes 0.143
0.05 0.333 0.655 0 .813 0.868 No 0.175
0.06 0.400 0.643 0 .813 0.868 No 0.204
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Table 8.4 Variation of as, the share of skilled workers in the sending country

(X s m h x* Kmin Xmax

Av. human 
capital in S: 
selection 
vs. closed

Welfare 
in S:
selection 
vs. closed

0.05 0.60 0.626 0.689 0.870 Yes 0.485
0.10 0.30 0.663 0.764 0.869 Yes 0.234

*0.15 0.20 0.710 0.811 0.868 Yes 0.109
0.20 0.15 0.761 0.843 0.867 No 0.033
0.25 0.12 0.814 0.865 0.866 No -0.019
0.30 0.10 0.868 0.882 0.865

in italics -  delineate cases in which ymin > /max, and thus the closed economy 
regime obtains.

With the exception of four cases, the values in the last columns of Tables 
8.1-8.4 are positive. In this majority of cases, the increase in welfare typi­
cally coincides with an increase in the average level of human capital in the 
sending country, in line with the benchmark simulation.

The highest welfare gains to S accrue for parameter configurations which 
represent a high share of skilled migrants relative to the skilled population, 
that is when m, and thereby mhl is large, or as is small, or for a high increase 
in the individual productivity of the skilled workers upon migration, viz. 
when ψ is large. This is to be expected, however, since in these cases the 
incentive of the skilled workers to invest in human capital is quite powerful. 
When m is large or when as is small (as can be seen by looking at Tables 8.3 
and 8.4), the increase in the average level of human capital is significant; this 
impact makes it 'easier' to confer a welfare gain for all those who stay behind. 
Note, however, that (cf. Table 8.3) if m -  or if correspondingly nth — exceeds a 
certain threshold, the average level of human capital in S becomes lower with 
selection than when the sending economy is closed: the number of skilled 
workers who migrate is too large or, correspondingly, the number of skilled 
workers who remain in S is too small to compensate with their additional 
human capital investment for the outflow of human capital.13 In addition, 
when ψ is large, the skilled workers benefit a great deal when moving to R 
compared to what the unskilled workers could gain. This implies that the tax 
does not have to increase by too much for successful selection to bite.

As is evident, however, from our simulations, an increase in the average 
level of human capital in the sending country is sufficient, but not necessary 
for a welfare gain to materialize there: in Tables 8.1, 8.3 and 8.4, several of 
the 'No' measures in the last but one column appear together with positive 
numbers in the last column. Of course, if the average level of human capital 
in the sending country decreases upon selection, the welfare of the natives of
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Table 8.5 Variation of m and ψ: welfare in S, selection vs closed economy

Ψ

1 2 3 4 5 6

0 .0 1 Km in ^  Kmax -0.009 -0.009 -0.009 -0.010 0.010
0 .0 2 Kmin ^  Kmax -0.018 -0.018 0 .0 7 4 0 .0 9 4 0 .1 0 9
0 .0 3 Kmin —  Kmax -0.029 0.065 * 0 .1 0 9 0 .1 3 9 0 .1 6 0

m  0 .0 4 Kmin —  Kmax -0.002 0.086 0 .1 4 3 0 .1 8 2 0 .2 0 8
0 .0 5 Kmin ^  Kmax -0.004 0.104 0.175 0 .2 2 1 0 .2 5 1
0 .0 6 Kmin ^  Kmax -0.007 0.121 0.204 0 .2 5 7 0 .2 8 9

Note: Bold indicates cases where the average level of human capital in the sending country is larger 
in the closed economy setting than in the open economy with selection. The benchmark case is 
denoted by *.

5 can rise only if the gain to the migrants is weighty enough to compensate 
for the losses to those who stay behind in the sending country. This is indeed 
what happens when the welfare effects are positive whilst the ranking, in 
terms of the average level of human capital, is such that the average level of 
human capital is higher in the closed economy.

When the productivity gap between countries is lower than in the bench­
mark simulation, as epitomized by a low value of f ,  or by a low value of ßR 
relative to ßs, the average level of human capital in the open economy set­
ting in the sending country is lower than the average level of human capital 
there in the closed economy setting. This is a case in which the incentives 
to invest in human capital are not sufficiently strong. Depletion is followed 
by dilution. A similar reasoning applies if the probability of migration, m, 
is very small (which implies a small probability of migration for the skilled 
workers, mh), or if the share of high-skill workers in the native population 
of the sending country, as, is rather large (which again implies that mi, is 
small for a given m, as can easily be discerned from Table 8.4). In these two 
cases, the migration expectations of the skilled are too weak to lead to much 
(additional) investment in human capital.

Finally, we evaluate the welfare changes for cases where variations in the 
most significant parameters, as revealed by the preceding analysis, occur two 
at a time. We present results for a simultaneous change in m and ψ. Table 8.5 
shows that when m increases, smaller values of the idiosyncratic productivity 
parameter ψ suffice to 'deliver' a welfare increase. By the same token, when ψ 
increases, lower values of m suffice to increase the level of welfare in the send­
ing country in comparison with the closed economy setting. This result is not 
all that surprising. Recall, from (8.13), that the optimal level of investment 
in human capital by a skilled worker in the case of an open economy with 
selection is rising in both tn and ψ. Therefore, the average level of human



166 Migration, Information, and Skill Formation

capital in S will correspondingly be higher. And, as we have already noted, 
this increase in average is closely positively associated with S registering a 
welfare gain.

5 Conclusions

We considered the optimal selection policy of migrants by the government 
of a receiving country when migrants differ in their skills, and when the 
maximization of the welfare of the natives of the receiving country guides 
the government's hand. Heterogeneity of the skill levels of the workers in the 
sending country, hence of potential migrants, the production technology in 
the receiving country, and informational constraints prompt the receiving 
country to resort to instruments of selection. We studied closely one such 
instrument -  a proportional tax on earnings. We found that when incentives 
to invest in human capital are prevalent, the level of this tax is sensitive to the 
calculus of the human capital formation of workers in the sending country. 
We conducted a simulation that showed that in the case of adjustable human 
capital, the sending country can experience an aggregate welfare gain upon 
selection by the receiving country, as opposed to the aggregate loss that its 
natives will be subjected to upon selection in the case of fixed human capital. 
This result turned out to be fairly robust to considerable shifts of the relevant 
parameters. The constraint that the receiving country faces in the adjustable 
human capital setting can translate into a welfare gain for the sending coun­
try. Somewhat surprisingly, then, it may not be only in the interest of the 
receiving country to resort to a selection policy; so resorting could also be 
advantageous to the sending country.

Notes
1. Indeed, the proportional tax that we analyze in this chapter is akin to the entry 

fee recently suggested by Freeman (2006).
2. While the structure of our basic model follows closely the structure of the model 

developed by Stark and Wang (2002), it is formulated from the perspective of 
the receiving country, as in Stark, Casarico, Devillanova, and Uebelmesser in this 
volume.

3. It Xmin > Kmax, the government of the receiving country cannot select skilled work­
ers. At the minimal level of the tax, such that the unskilled workers do not find 
it advantageous to migrate, the skilled workers too find it advantageous to stay 
behind. Obviously, this is not the case that we seek to analyze here. (In section 4 
we simulate an equilibrium with selection.)

4. Since the natives of the receiving country have no incentive to migrate to the 
sending country, it follows that in the receiving country ¥** = #**.

5. We cannot identify parameter restrictions such that (8.10) and (8.14) are jointly 
satisfied, because we cannot solve explicitly for y. We therefore assume that the 
migration equilibrium exists, cf. the numerical example in section 4.
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6. Stark and Wang (2002) establish sufficient conditions under which welfare in 
the selection framework is higher than in the closed economy in a model where 
there is no asymmetric information, and the sending country determines the 
out-migration of its natives by selecting the migration probability mt,. See also 
the simulations reported in Stark and Fan in this volume.

7. Stark and Wang (2002) resort to a probability of migration for the sending coun­
try's workers of 0.02. In addition, our parameter values are in line with data 
presented by Docquier and Marfouk (2006) who report a share of skilled workers 
among the residents in lower-middle and upper-middle income countries of 0.130 
and 0.142, respectively, and an overall rate of migration for these two groups of 
countries of 0.032 and 0.042, respectively.

8. Freeman (2006) reports data according to which the increases in earnings upon 
migration is more pronounced for high-skill than for low-skill occupations { ^ ß R 
versus ßR).

9. We do not make here a comparison in terms of the average level of human capital 
and of welfare in the fixed human capital case since this comparison was settled 
unambiguously in the theoretical model, both for the sending country and for 
the receiving country. (Recall sections 2.3 and 3.)

10. This is in line with the analytical and empirical results reported in Stark and 
Wang (2002), and with other observations, for example those of Beine, Doc­
quier and Rapoport (2008). The latter examine the impact of migration on 
human capital formation in the sending country for a cross-section of develop­
ing countries, and identify the economic environment which favors an increase 
in the total quantity of human capital, which they define as a brain gain. 
In general, countries characterized by relatively low levels of human capital 
and low migration rates of skilled workers are likely to experience a brain 
gain.

11. This increase in welfare does not constitute, however, a strict Pareto improvement 
since the skilled non-migrants experience a loss.

12. The results are available from the authors upon request.
13. By contrast, when m/, is large because as is small rather than because m is large, 

we still observe an increase in the average level of human capital in S. When 
assessing the welfare repercussions for S, it makes a difference whether the skilled 
relative to the unskilled are many or few (whether as is high or low), not only 
whether a large or a small share of the skilled migrate (whether mi, is small or 
large).
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Capital Formation, and the Setting 
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1 Introduction

Recent research has identified conditions under which migration of human 
capital (skilled workers) from a developing (sending) country to a devel­
oped (receiving) country enhances human capital formation and improves 
wellbeing within the sending country (Mountford, 1997; Stark, Helmenstein, 
and Prskawetz, 1997, 1998; Stark and Wang, 2002; Fan and Stark, 2007; Stark 
and Fan, 2007, 2008). In contrast to earlier writings on the brain drain (for 
example, Patinkin, 1968; Bhagwati and Wilson, 1989), the recent contribu­
tions cast migration as a harbinger of human capital gain rather than a cause 
of human capital drain.

The above research considers a setting in which an individual's productivity 
is determined by his own human capital, as well as by a human capital exter­
nality. Other key assumptions are that the only migration policy instrument 
available to the sending country is the choice of the migration probability/ 
quota that confers upon it the maximal benefit, and that this choice is cost 
free. However, in considering migration policies, it is plausible to assign an 
active role to the receiving country, and it is reasonable to postulate that the
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tives on Migration and Mobility', University of Bonn, 2004; the Royal Economic 
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implementation of any restrictive migration policy is anything but cost free. 
When such doses of realism are added in, do the main results of the recent 
research continue to hold?

To address this question we build on the work of Stark and Wang (2002), 
yet go beyond that work. We explore alternative distributions of the power to 
set migration policies between the sending country and the receiving country 
when migration controls are costly. We study a setting in which the coun­
try with the policy-formation power determines the migration probability 
which, for a given country size, is equivalent to fixing a migration quota. 
Unlike in Stark and Wang, we do not assume that the migration policy is 
necessarily determined by the sending country. Various tools are used to 
implement migration policies. While screening policies are used quite often, 
migration quotas too are prevalent. A striking example of setting a migration 
probability is the Green Card lottery in the USA: visas are randomly issued 
to prospective migrants on the basis of a computer-generated draw. Migra­
tion quotas are also common in European Union (EU) countries, as recently 
documented by Boeri and Bruecker (2005). A study of this type of a policy 
instrument invites the assumption of a homogeneous migrants framework. 
The framework that we develop is more general, however, since it can be 
used to study mechanisms that operate through the average level of human 
capital of heterogenous migrants. While these mechanisms are the result of 
both selection and quotas, we focus in this chapter only on the latter.

We find that the prevalence of a welfare gain to the sending country, as 
claimed by the recent research, is retained in a setting in which controlling 
migration is costly, and in which both the sending country and the receiving 
country wield the power to set migration policy. Moreover, when we allow for 
the possibility of sharing the migration-control costs in the form of transfers 
from the receiving country to the sending country, side-payments arise as a 
welfare-improving device, and once again the sending country stands to reap 
a welfare gain from its workers' prospect of migration. 2

2 A simple model
In this section we present our basic model. We draw on the model developed 
by Stark and Wang (2002). We consider a homogeneous-worker two-country 
world in which individuals in both the sending country and the receiv­
ing country decide how much human capital to acquire in the presence of 
human capital externalities. There is a continuum of homogeneous work­
ers in the sending country S, which we denote by Ns, and in the receiving 
country R, which we denote by NR. Workers produce a single commodity the 
price of which is normalized at 1. We first consider (in section 2.1) a closed- 
economy setting in which the investment in human capital depends only 
on the returns available within the country, and then (in section 2.2) con­
sider human capital formation in an open-economy setting in which, when
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individuals decide how much human capital to acquire, they respond to the 
prevailing migration policy, which they take as given.

The basic model enables us to study three alternative regimes: the send­
ing country has the exclusive migration policy-setting power, whereas the 
receiving country does not play any policy-formation role (section 3.1); 
the receiving country wields the exclusive migration policy-setting power 
whereas the sending country does not play any policy-formation role (sec­
tion 3.2); a regime where both countries exercise decision power in the setting 
of migration policy (section 4). Section 5 concludes.

2.1 Human capital acquisition: the closed-economy case
Let the gross earnings of a worker f> in country / = S, R, depend on the level 
of the worker's human capital, ű’, with a productivity parameter weight of 
ß> > 0 (private returns), and on the average level of human capital, ű1, with a 
productivity parameter weight of η > 0 (social returns):

Ρ (ϋ > )  = β> ln(tf' + 1) + η \n(ü' + 1) (9.1)

Labour is the only production input. Thus, gross earnings per worker are 
equal to output per worker. To allow us to concentrate on essentials, we 
assume that the social returns are the same in each country, whereas the 
private returns differ between countries. Two features of the earnings func­
tion (9.1) merit comment. First, upon including the economy-wide average 
level of human capital, we incorporate a measure of externality that captures 
spillover effects that accrue within the national economy.1 This is a common 
assumption in the theoretical literature on endogenous economic growth, 
and it has recently been adopted to address the relationship between migra­
tion, human capital accumulation, and growth, as alluded to in section l .2

Second, the chosen functional form relies on constant private (and social) 
return parameters. This assumption is employed to facilitate tractability, and 
we discuss it further at the end of section 3.3.

The workers seek to maximize their net earnings, that is, their gross 
earnings minus the cost of forming human capital, kű', where 0 < k < ft is 
a constant:

Wi(ő>) = p  1η(^ + 1) + η ln(ű' + 1) -  kű’ (9.2)

When individuals choose their optimal level of human capital, they take 
the private returns to human capital and the costs of acquiring human capital 
into account, but they do not factor in the repercussions of their choices on 
the productivity of others. This disregard of the social returns to human 
capital results in underinvestment in human capital from a social point of 
view. Since

dW’(űi) ßi
M’ ~ ű’ + 1 (9.3)
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the optimal level of human capital acquired by an individual in country j

(9 .4 )

We assume, quite naturally, that the private returns to human capital are 
higher in the receiving country than in the sending country, that is, we 
assume that ßR > ßs. When countries differ in their technologies, and when 
technologies are country-specific, the superior technology of an advanced, 
developed country renders the application of a given level of human capital 
in that country more productive than in the developing country.

Given this assumption, it follows from (9.4) that űs* < rtRt.

2.2 Human capital acquisition: the open-economy case 
In an open-economy setting, migration is possible. Given the productivity 
differential between the two countries, migration will only be from the devel­
oping country to the developed country. Using a tilde to denote the level 
of a variable in the open-economy setting, we then have that for workers in 
the developed receiving country űR* = í)R*. Migration opportunities affect the 
calculus of only the workers in the sending country who now have an attrac­
tive outside option available to them. To simplify, we assume that migration 
entails no cost of movement.5

Let m denote the probability of migration. The function of the expected 
net earnings of the workers in the sending country then becomes:

Ws(űs) = m ß̂mR ln(i>5 + 1) + η In (dR + l) j

+ [1 -  m] [ßs In(5s + 1) + η ln(í?s + l)]  -  k&5 (9.5)

where ßmR e (ßs + η, ßR] denotes the private returns to migrants in the receiv- 
ing country and where the explicit form of ir* will be provided in section 
3.2. The assumption that ßmR < ßR allows for different remuneration between 
natives and migrants. It enables us to capture, in a simplified manner, the 
imperfect transferability of human capital between countries. Still, the degree 
of transferability is large enough to preserve the positive private return dif­
ferential between the receiving and the sending country. The assumption 
ßmR > ßS _|_ η iS clarified below following Proposition 1. Differentiating (9.5) 
with respect to űs yields:

9Ws(tf5)
dűs

mßmR [1 -  m\ßs 
űs + 1 + üs + 1

m(ßmR -  ßs) + ßs - k
űs + 1
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Hence, the optimal level of human capital of individuals in country S, in the 
presence of a possibility to migrate, is:6

~St = m(ßmR- ß s) + ßs _ 1
(9.6)

For an 0 < m < 1, the level of human capital in S in an open-economy setting 
exceeds the corresponding level in S in a closed-economy setting, that is, 
űs* > űs*, yet it still falls short of the level prevailing in the receiving country, 
ős* < i)R*(= űR*).7 This simple observation is important since, as we elucidate 
later, it points to a possible drawback, from the receiving country's point of 
view, of opening up to migration: the admittance of migrant workers lowers 
the average level of human capital in the receiving country.

3 Migration policy

The extent of migration and how it affects the welfare of individuals in both 
countries depend on their migration policies. The policy instrument that 
we study is the probability of migration which, for a given country size, is 
equivalent to a migration quota. Even though countries employ both screen­
ing and quotas as migration policy instruments, in this chapter we follow the 
received literature and study the latter. As pointed out in section 1, quotas 
are practiced often, and hence it is pertinent to assume them.8 We focus on 
the interaction between the two countries, thereby extending the recent lit­
erature which, policy-wise, looks only at the sending country. This is a first 
step and we leave the elaboration of the case of several sending and receiving 
countries to future research.

Undoubtedly, implementing a restrictive migration regime is costly. We 
make the assumption that the costs depend on the probability of migra­
tion: the smaller the probability, that is the tighter the policy, the larger 
the financial outlay required to implement it. Enforcing a closed-economy 
regime entails the highest cost. In terms of migration controls and policy 
cost, unhindered movement is cost free.

Denote by 0(m ) the cost of migration controls, which is assumed to be 
country-specific so as to allow for differences in the technologies of control 
between the sending country and the receiving country. We assume that 
C7(0) = O >0; (7(1) = 0; 0 < C’(m) < 0  for 0 <m < 1; ^ r < 0 ;  ^ 0 ^ > O ; 
and that l i m ^ ^ = 0 .  The resources required to implement the desired
migration policy are secured through the levying of a lump-sum tax on all 
the native members of a country's population. The assumption of a lump­
sum tax implies that the decision to acquire human capital is not affected by 
the tax-based financing of the migration policy.9 When country / enforces 
the migration quota, it pays the control costs which, in per capita terms, are 
0 ( η ι ) = (ψ .
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3.1 The policy-formation power rests with the sending country
We first consider the case where the sending country has the exclusive policy­
setting power, such that the receiving country does not play any policy- 
formation role at all. This analysis resembles the case studied by Stark and 
Wang (2002), with the difference that here, a cost component is present 
and there is limited transferability of human capital. Following Stark and 
Wang (2002), the optimal migration probability is found by maximizing the 
difference between the level of welfare in an open-economy setting and the 
level of welfare in a closed-economy setting for the representative individual 
who does not end up migrating,10 given that the representative migrant, 
who ends up subjecting his human capital to the ß mR( >  ß s ) productivity para­
meter, is clearly better off than the identical -  in terms of the human capital 
endowment and the cost of forming human capital -  individual who stays 
behind.

With Ψ(ι?5*) and >F(ys*) indicating the levels of welfare of a non-migrating 
individual in the open-economy setting and in the closed-economy setting, 
respectively, the objective function is:

GnmS(m) = Ψ(ΡΧ*) -  Ψ(Ρ5’) -  cs(m)

=  ß s In (5s* +  1) +  η ln(9s* + 1) -  k ű St

-  [ ß s ln(i?s* +  1) +  η ln(5s* +  1) -  k ű S t ] -  c5)m ) (9.7)

where the superscript nm indicates that the welfare calculus is performed for 
a non-migrating individual.

Since

dGnmS(rn)
dm

d ű s * |~ ß s

dm 5s* +1
- k  + ti

5s* + 1
dcs(m)

dm

and noting, from (9.6), that

k  =
r n ( ß mR -  ß s ) +  ß s

5s* + 1

and that

3PS* _  ß mR -  ß s 

dm k
the first order condition for an interior maximum is

ß mR -  ß s r n ( ß mR -  ß s )

űs* + 1
3 cs(m)

=  0
k űs* + 1 dm (9.8)
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Equation (9.8) implicitly defines the optimal migration probability for the 
sending country, ms(t .11

The following Proposition summarizes the implications of incorporating 
the cost of migration control.

Proposition 1 If implementing a tight migration policy is cost free, that is 
if O(m) = OVm, then the optimal migration policy for the sending country 
is tns* = p , cf. Stark and Wang (2002). When the implementation of a 
restrictive migration policy is costly, then the optimal policy for the sending 
country is > ms*.

Proof The first part of Proposition 1 follows from the assumption of a homo­
geneous workforce, that is, űs* = &s*, which implies that for the bracketed 
term in equation (9.8) to be equal to zero, we must have that η = m(ßmR — ßs). 
The assumption that ßmR > ßs + η guarantees that ms* < 1.

When the implementation of a restrictive migration policy is costly, 
we can easily see from (9.8) that for m = ms*, the bracketed term 
is equal to zero while the term is positive. Hence (9.8) can­
not hold, that is, m cannot be equal to ms*. Since ~ ~ ~  is posi­
tive, the bracketed term must be negative. For the bracketed term to 
be negative, we need *. This yields a higher optimal

migration probability, that is, m$?>ms*. Notice that, as lim liC;)',(̂ 1) = 0, 
the maximization problems without and with costs coincide as m 
approaches 1 and the assumption ßmR > ßs + η ensures that also <1. ■

The intuition underlying this result is straightforward. If migration con­
trols are costly, the cost component becomes lower as m becomes larger. It is 
therefore beneficial to select a migration policy that is less tight.

3.2 The policy-formation power rests with the receiving country
We next consider the case in which the receiving country has the exclusive 
policy-setting power. The receiving country chooses the migration probabil­
ity m that maximizes the welfare gain of the native members of its population 
in a world in which migration is a distinct possibility, bearing in mind that 
controlling migration is costly. We maintain that since the receiving country 
cares only about the welfare of its native citizens, the welfare of the migrants is 
not incorporated in its measure of welfare. As in the case of the sending coun­
try, for normalization purposes the welfare gain is measured in comparison 
to the welfare of the native members of the population in a 'migration-less' 
world. To this end, the level of human capital of the incoming migrants and 
how that level adjusts to the possibility of migration, cf. equation (9.6), are 
obviously important. Denoting by Ψ(??κ*) and by Ψ(#ί *) the welfare func­
tions of the representative native individual in the receiving country with
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and without migration, respectively, the objective function for country R is:

GR{m) = Ψ(0**) -  Ψ(£**) -  cR{m)

= ln(tfR* + 1) + η ln(űR* + 1) -  iW**]

-  [ßR ln(i?R* + 1) + η ln(F* + 1) -  /o?R*] -  cR(m) (9.9)

Recalling (see the first paragraph of section 2.2) that the individually-optimal 
level of human capital in the receiving country is not affected by the opening 
up of the country, that is, űR* = űR*, equation (9.9) reduces to:

where the average level of human capital in the receiving country with 
migration, is:

Opening up to migration has two opposite effects on the receiving country: 
a negative average human capital diluting effect, and a positive inducement 
effect. To see this formally, we refer to the far right-hand side of (9.13). A 
higher m leads to a larger number of migrants (as can be gleaned from the 
first term in the numerator). The average level of human capital of these 
migrants is below the level of human capital formed by workers in the receiv­
ing country. Yet a higher probability of migration increases the optimal level 
of human capital that workers in the sending country choose to acquire and 
migrate with (the inducement effect, captured by the second term in the 
numerator); this effect is positive.

GR(m) = ηΙη(ϋκ* + 1) -  r jln ^ *  + 1) -  cR(m) (9.10)

ΰ** NR + &s* mNsΰκ* - ---------------------NR + mNs
Differentiating equation (9.10) with respect to m, we obtain:

(9.11)

3 GR(m)
dm

η dŰR* 

'ijR* _|_ i dm
d cR(m)

dm (9.12)

where, using (9.6) and (9.11), ^  is given by:

-(■»*· -  űs*)NsNR + mNs®£(NR + mNs) (9.13)(NR + mNs)2
_  n , ( ß ^ - ^ N sN R + m N S ^ £ {NR + mNS)

(NR + mNs)2
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Had enforcing a tight migration policy been cost free (and with no con­
cern for the welfare of the workers in the sending country), the receiving 
country would have chosen to close its borders completely, mR* = 0. Indeed, 
for m = 0, we have that < 0, implying, quite obviously, that any posi­
tive level of migration lowers the average level of human capital in R. In 
the presence of control costs, any m e  [0, 1] can be a solution to the above 
maximization problem depending on the exogenous parameterization of the 
cost function and on the degree of transferability of human capital between 
the two countries. We consider the two corner solutions 0 and 1 uninterest­
ing, unrealistic and hence irrelevant. To guarantee the existence of an interior 
solution we therefore introduce further restrictions on the cost function such 
that =0, and 8 GJ,7C * <0 for at least a quota mR* e (0,1). Then, mR*
represents a global maximum if GR(mR*) > GR( 1) and GR(mR*) > GR(0): the 
first inequality requires limited transferability of human capital; the second 
inequality requires a sufficiently high CR.12

3.3 Welfare assessment
Consider first a setting where the sending country alone determines the 
migration policy.

Corollary 1 When the policy-making power rests with the sending country, 
its choice imposes a welfare loss on the receiving country in comparison with 
a closed-economy setting.

Proof The proof follows straightforwardly from the ensuing decline in the 
average level of human capital in the receiving country. ■

When the receiving country chooses the migration policy, could a migra­
tion probability, mR confer a welfare gain upon the sending country even 
if it differs from that which the sending country would have set had it been 
the (only) country choosing the migration regime? For any mR*, the migrants 
themselves are certainly better off. The question is whether the non-migrants 
in the sending country could benefit as well in comparison with the closed- 
economy setting, that is, whether G'""s0(m*) > 0, where the subscript d =0 
indicates that country j is not bearing any cost. To this end, we state the 
following:

Proposition 2 As long as m* <  ms, with ms defined such that fí''"'s0(fhs) = 0 

< 0, the sending country reaps a welfare gain.
m  =  m s

Proof The proof of Proposition 2 is akin to the proof of Proposition 2 in 
Stark and Wang (2002), and thus is omitted here. ■

The straightforward implication is that when mRt < ms, the sending coun­
try experiences a welfare improvement even when the receiving country

and a g " ^
cs = 0
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wields sole migration control power. The intuition is that when migra­
tion controls are costly, the R country may optimally allow a modicum of 
migration, which is conferring a welfare gain upon S.

Note that increasing ßmR -  ßs affects G ^j0(m) in such a way that the 
limit migration probability for a welfare improvement, ms, decreases. The 
larger the difference, the more limited the scope for a welfare gain, as 
the interval [0, ms] shrinks. Notice that ßmR -  ßs depends both on the 
different degree of development of the two countries and on the transfer- 
ability of skills. Given the level of development of the sending country, 
the probability range that will confer a welfare gain upon it is the more 
restrictive the more developed the receiving country, and/or the higher the 
transferability.

This is a good point to revisit our assumption of constant marginal prod­
ucts, cf. equation (9.1). In the presence of a homogeneous workforce, as 
assumed in this chapter, consider a more general production function where 
wages are flexible and endogenously determined. In the standard case, migra­
tion affects private returns in both countries: they increase in the sending 
country, and decrease in the receiving country. The rise in wages in the send­
ing country will increase the benefits to the workers who are left behind, 
whilst the fall in wages in the receiving country will add to the cost of receiv­
ing migrants. In this respect, the assumption of constant private returns is a 
conservative one. At the same time, a helpful property of the constant pri­
vate returns assumption, which is quite valuable for the questions addressed 
in this chapter, is that it provides a setting where migration controls can be 
used as a 'pure' policy instrument to restrict migration, since in and by itself 
migration is not restricted by decreasing marginal returns to human capital 
at destination.

4 Policy-making power rests with both the sending and 
receiving country
We now consider the case where both countries have a say in the deter­
mination of the migration policy and hence the probability of migra­
tion. We model the interaction between the sending and the receiving 
country as a non-cooperative two-stage (Stackelberg) game in which the 
receiving country is the first mover: it sets its optimal migration policy 
anticipating the sending country's best reply.13 It stands to reason that if 
either of the two countries chooses a migration probability ml, the prob­
ability space of the other is [0,m']: in a two-country world, emigration 
and immigration flows must be equal, and once one country chooses a 
probability level ml, the other country cannot choose a less restrictive 
(that is, higher) probability. We assume that the country that prefers the 
smaller migration probability will incur the cost dim) of implementing the 
policy.
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4.1 Equilibrium
We here determine the equilibrium of the game, establish whether the send­
ing country or the receiving country ends up controlling migration, and 
analyze the ensuing welfare repercussions.
Proposition 3 The equilibrium migration probability, m*, of the two-stage 
game is:

Í mf* if GR{m£*) > GfR=()(mf*) and mf* € (0, ms(t)
I ms(* otherwise

With m*, there is a welfare gain for the sending country as compared to the 
closed-economy setting, and the receiving country minimizes its welfare loss.

Proof See Appendix.
Proposition 3 establishes that any of the two countries can be the equi­

librium setter. Welfare gains for the sending country are maintained, and 
in some instances maximized, even if the receiving country has some 
policy-formation power and a first-mover advantage.

In the alternative sequence in which the sending country moves first, the 
sending country can take advantage of the possibility of limiting the policy 
space of the receiving country and therefore stands to reap a welfare gain 
a fortiori. This result is independent of the two-stage structure of the game. 
In fact, it can be shown quite easily that also in a one-shot game where the 
sending country and the receiving country move simultaneously, welfare 
gains for the sending country always obtain.

In Figure 9.1, we illustrate one of the cases encompassed by Proposi­
tion 3.14 Namely, we consider a configuration in which mff <mŝ  and 
GR(mR*) > GRR=0(mSc): in this case, it is easy to see that the receiving coun­
try can reduce the loss it incurs by setting a more restrictive migration policy 
than that which is optimal for the sending country, even though it has to 
bear the cost of the controls.

Figure 9.2 illustrates the case where mf* < mf* and GR(mf*) < GfK (j{ms(*): in 
this case, the receiving country cannot reduce its loss by choosing a more 
restrictive migration policy and mf* emerges as the equilibrium.

Clearly, if the setting of a restrictive migration regime were cost free, 
the equilibrium migration policy in this two-stage non-cooperative game 
where the receiving country moves first would be m* = 0; there would be 
no migration in equilibrium which, in turn, implies that there would be no 
opportunities for welfare gains for the sending country.

4.2 Side-payments
In  th e  p re c e d in g  sec tio n  w e co n s id e re d  a n o n -c o o p e ra tiv e  e n v iro n m e n t a n d
w e ch a rac te riz ed  th e  e q u il ib r iu m  m ig ra tio n  po licy , m* , w h ic h  is im p le m e n te d
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Figure 9.2 Case < mf? and GR(m£*) < GRR=0(mf*)
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by the country that consequently incurs the associated cost. With the solu­
tion m* as a starting point, we now seek to explore the possibility that the 
country that does not set the migration probability can influence the equi­
librium policy in a way that increases its welfare by resorting to the device 
of side-payments. We consider a specific type of transfer between the coun­
tries -  support for the controls, for example funds for border enforcement. 
We identify conditions in which side-payments of this type arise as a natural 
welfare-improving mechanism.

Let the parameter a e [0,1] capture the degree of cost-sharing in controlling 
migration. In the presence of a cross-country 'subsidization', the actual per 
capita control cost for country j, da{m), when country / sets the equilibrium 
migration policy, is:

da(m) = (1 -  a)d(tn) (9.14)

When a = 0, country j does not receive any side-payment, da(m) = d(m), and 
we are back to the case of m* — For a > 0, the country which implements 
its preferred migration policy incurs only a fraction (1 —a)d(m) of the con­
trol cost, while the remaining fraction ad{m)^ is borne by country i. The 
term ad (τη)ψ, therefore denotes the per capita side-payment from country i 
to country j. When solving for the optimal migration probability from the 
perspective of country /, an increase in a is analytically equivalent to a pro­
portional reduction in per capita costs, d(m). For example, if the sending 
country is determining the migration probability, the relevant control cost is 
cs(m). In per capita terms, a fraction (1 —a)cs(m) of this cost is borne by the 
sending country, the remaining acs(tn )^  is paid by the receiving country in 
per capita terms if side-payments are operative. Starting from the case of no 
transfers, an increase in side-payments between the countries is represented 
by a variation in a.

Denoting by tr/á the optimal migration policy chosen by country j when a 
transfer takes place, we state the following Proposition.

,  8GS,, A m )  3ms. Pareto improving if c8=?-----^
Proposition 4 Consider the case where m* = mg. An increase in a is

> cs(tnSc ) ^ .  The receiving country

will therefore pay the sending country to decrease the equilibrium migration 
probability.

Proof See Appendix.

Proposition 4 states that if the sending country fixes the migration proba­
bility at m* = mft and if, when it does so, it incurs all the control costs, that 
is, if a = 0, then a positive transfer to it from the receiving country, which 
reduces cs(m) to some c^(m), can be Pareto improving. The sending country is 
willing to trade off a more restrictive migration probability for a control cost
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subsidy. Note that if NR is large, side-payments are more likely to increase 
welfare throughout.

Our analysis serves to show that the receiving country can induce the send­
ing country to reduce migration: it is in the interest of the receiving country 
to support the sending country's control activities when the benefit to it is 
larger than the cost that it has to bear.

We now consider the case where m* = mR*, that is, where without side- 
payments the equilibrium migration probability is the probability which 
minimizes the welfare loss of the receiving country. We ask whether in such a 
situation the sending country can resort to side-payments in order to tilt the 
equilibrium migration probability in its favour. It is easy to work out why 
this will not be possible: there is no scope for side-payments, in terms of 
the sharing of the migration-control costs, from the sending country to the 
receiving country. This follows from the fact that when m* = mR* and a = 0, 
an increase in a, that is, a transfer from the sending country to the receiving 
country, will induce the latter to decrease its optimal migration probabil­
ity even further, since ^ - < 0. (Recall that if the receiving country were to 
receive a delightfully large transfer, it would choose m* = 0). Given that a 
lower migration probability makes the sending country worse off, there is no 
point in it incurring the transfer.

5 Conclusions
We have expanded the analysis of Stark and Wang (2002) to a setting in which 
the receiving country plays an active role in the determination of migration 
policy, yet implementing a migration policy involves a cost. We have shown 
that even in such a setting, the sending country can still benefit from the 
response of its workers' human capital acquisition decisions to the prospect 
of migration. For the sending country alone to decide its migration policy 
(probability) is a sufficient condition for it to reap a welfare gain but, as we 
have shown, it is not a necessary condition. A welfare gain can be obtained by 
the sending country in more realistic models in which the receiving country 
has the sole power to set migration policy or the migration probability is 
set non-cooperatively in a game in which both countries have a say in the 
choice of migration policy. The result in the non-cooperative game holds 
independently of which country ends up setting the equilibrium probability 
of migration.

We have also shown that side-payments can arise as a welfare-improving 
mechanism. This analytical finding can serve as a rationale for bilateral agree­
ments on migration. We note, however, that side-payments are an option 
only when the receiving country cannot implement its (constrained) pre­
ferred policy. If it could, it would be reluctant to deviate from it in a way that 
merely benefits the sending country, assuming that the receiving country 
pursues only its self-interest.
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The migration policy instrument to which we have alluded in this chapter 
is a migration probability (quota) in the setting of a homogeneous workforce. 
This configuration does not lend itself to the study of the case in which 
the home country loses its most skilled workers to migration. This requires 
analysis of screening policies in a heterogenous workers framework in which 
the home country and the receiving country interact on policy selection and 
implementation. We develop and analyze such a framework in a companion 
chapter in this volume (Stark, Casarico, and Uebelmesser, 2008).

6 Appendix

Proof of Proposition 3
The receiving country moves first and decides whether to set a migration 
policy or to leave the decision to the sending country. In the latter case, 
the sending country will clearly choose its optimal migration policy mf*. 
In the first case, the best reply of the sending country is to accept the 
policy m proposed by the receiving country if me [0, in] with in such that
G”Fj0(m) = GnmS(rnf?) and < 0 (Figure 9.2 illustrates in), and to

m=m
set mf? if the receiving country proposes m e (in, 1]. To understand this claim, 
note that the sending country cannot choose a less restrictive migration pol­
icy to the right of in, since in limits the space of choice for the sending country, 
and that G”s™s0(m) > GnmS(m) for any m. Anticipating the said reactions by 
the sending country, the receiving country's optimal policy depends on the 
position of mf*, and on the welfare level associated with mf?. We have to 
distinguish between two cases: mf? < mf*, and mf* > mf*.

When mf* < mf*, the equilibrium migration policy m* can either be mf* 
or mf?, depending on GR(mf?) being higher or lower than Gf„_0(mf*). When 
GR(mf?) > GfR Jmf?), the receiving country chooses mf?, which the sending 
country accepts since mf? < in. When GR(mf*) < GfR 0(mf*), the best strat­
egy for the receiving country is to leave the migration policy decision to 
the sending country, which will then set mf?. Figures 9.1 and 9.2 serve to 
illustrate.

When mf*>mf?, the equilibrium migration policy is always mf?. To see 
this, notice that mf* is always on the decreasing portion of GfR ()(m). This fol­
lows from the first order conditions for an internal maximum (9.12) and from 
observing that > 0. Knowing this, assume that GR(mf?) > GcR=0(mc ) so 
that mf* is the equilibrium migration policy. The last inequality trivially 
implies GfR=Q(mf*) > GfR=0(mf?) which contradicts that mf* > mf? and that 
mf* is in the decreasing portion of the GfR=Q(m) curve. Therefore, given that 
GR(mf?) < GfR=0(mf?) always for mf* > mf?, the receiving country will let the 
sending country set its optimal migration policy mf?; see Figure 9A.1.
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Figure 9A.1 Case > ms(*

Graphical representation
For the purpose of graphical representation we make the following parameter 
assumptions: ßs = 1, ßR = 4, η = 0.2, k = 0.4, Ns =NR = 1. The cost function is 
specified as

c'(m) = (m -  l)a 
Ni O

where O = 0.05. Varying the speed at which costs decrease as measured by a 
and the degree of transferability of skills, as captured by ßmR, we obtain the 
three different cases represented in Figures 9.1, 9.2 and 9A.1. Namely, the 
curves in Figure 9.1 are drawn for ßmR = 2 and for a = 14. In Figure 9.2 a —6 
is set, holding ßmR = 2. For the curves in Figure 9A. 1, a = 10 and ßmR = 2.8 are 
assumed.

In all the Figures, the chosen parameters guarantee that mR* is a global 
maximum.

Proof of Proposition 4
Control costs csa{m) <c5(m) lead to a smaller optimal migration quota, 

<0, as can be inferred from (9.14) in conjunction with Proposition 1. 
Graphically, starting at a = 0, a transfer from the receiving country to the 
sending country moves the GnmS(tri) curve towards G"s™s0(m) -  call it G"mS(m) -  
with GnmS{m) < G"'nS(m) < G"^Q{m) for every m e (0, 1). The new maximum 
for the sending country is upward and to the left of the maximum of the 
G"mS(tn) curve, with lower migration and no welfare loss. For the receiving
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country, two opposite effects are at work: the reduction of migration makes

the receiving country better off, 3Gf«=n(m> amj*
dm > 0 as

dGRR (m)

=m£* dm <o.

At the same time, however, natives experience an increase in per capita costs
[ by |Vs(m£*) + <*due to  the transfer: this is given

cs
in per capita welfare exceeds the cost, tha t is, if

^ ^ l ^ w hich reduces to
cs(tnf*) ̂  at a =  0. The receiving country is therefore better off if the increase

3Ĝ =0(m) d m s*

dm da
"=mc

o , N s
> c

Notes

1. See Moretti (2005) for a recent succinct review of the existing evidence on 
geographical -  and intertemporal -  spillover effects in human capital.

2. Any world-wide human capital externality would proportionally affect the social 
returns in both the sending and the receiving country, leaving the relative social 
returns unchanged.

3. The second-order condition for a maximum, , ., < 0, holds.
4. The socially optimal investment in human capital in the closed economy is 

űi* = Íj-H _ l, as established in Stark and Wang (2002). That work identifies the 
conditions under which, from a social point of view, too little human capital for­
mation takes place in the economy, and studies the link between the actual and 
the socially optimal formation of human capital in the presence of the possibil­
ity of migration. Stark and Wang (2002) identify conditions under which the per 
capita output and level of welfare of all workers are higher with migration than in 
its absence, and they show that a restrictive migration policy which is controlled 
by the sending country can enhance welfare and nudge the economy toward the 
social optimum.

5. Introducing a lump-sum cost of mobility will not affect the individual's human 
capital formation decision. If the cost depends on the level of education, this will 
affect the individual's decision about his education. The results of this section 
will be reinforced if we assume that migration is cheaper the higher the level of 
human capital.

6. T he second-order c o n d itio n  for a m ax im u m , — -  t>s) + ps <  q h o ld s.

7. To see this, note that m(ßmR -  ßs) + ßs = mßmR + (1 -  m)ßs < ßmR < ßR. For a hypo­
thetical m = 1, űs* = #** if and only if ßmR = ßR.

8. For a study in which the focus is on an optimal selective migration policy imple­
mented by the receiving country in the presence of informational asymmetries 
see Stark, Casarico, and Uebelmesser (2008) in this volume.

9. To simplify the notation, we do not include the lump-sum tax in the individuals' 
maximization problem.

10. Notice that if, instead of having as objective function the difference between a 
measure of welfare in the open economy and a measure of welfare in the closed 
economy, we use as objective function a measure of welfare in the open economy, 
the optimality conditions identified below will remain unchanged. Taking the
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difference is a convenient normalization for the graphical representation of the 
results which will follow, as it allows us to compare the welfare gains or losses 
brought about by the open migration policy, as opposed to a closed economy.

11. For a sufficiently large Ns, cs(msc'*) will be small enough to yield GnmS(ms(‘) > 0. 
The second order condition for a maximum is guaranteed by the convexity of the 
cost function.

12. The numerical illustration that we use for graphical representation shows that 
there are instances where an interior global maximum obtains. In an earlier ver­
sion of the chapter we assumed perfect portability which yielded m®' = 1 as the 
optimal solution where the receiving country wields sole migration control power. 
Notice that the assumption regarding the transferability of human capital does 
not influence the results of section 4 where policy-setting power rests with both 
the sending and the receiving country.

13. We relegate the discussion of the structure of the game, in particular the implica­
tions of having different assumptions for the sequence of the players' moves and 
of the possibility of adopting a simultaneous set-up, as opposed to a two-stage 
set-up, until after the presentation, and the proof, of the equilibrium (that is, 
until after Proposition 3).

14. In the Appendix we specify the parameterization used for the graphical represen­
tation.
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Public Utility Reform
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Redesigning Public Utilities: the Key
Role of Micro-institutions
Claude Ménard

1 Introduction
The movement towards reforming public utilities that developed during the 
1980s has largely contributed to placing institutions high on the agenda 
of economists. Indeed, difficulties encountered in implementing successful 
change in the provision of essential goods and services revealed the impor­
tance and influence of the institutional background. Although most of the 
initial attention of reformers focused on the most profitable sectors among 
network industries, namely: telecoms, electricity, and gas, the importance 
of water and sewerage and the need to find ways to provide them to large 
segments of the population that do not have access to safe water around the 
world was increasingly acknowledged.

In what follows, I focus on water, although sewerage is its essential com­
plement. Indeed, among public goods, water is the most universal since it 
meets a fundamental need of human beings, making it inescapable. There is 
no substitute for water, while everybody can (almost) survive without tele­
phones or electricity! Another aspect that makes water particularly significant 
when it comes to the analysis of the impact of the institutional environment 
on its provision is that this is a sector that has not been challenged and/or 
reshaped by technological change, contrary to telecommunications or the 
electricity industry, so that we do not have to disentangle the complex inter­
actions between organizational and institutional change on the one hand, 
and technological transformation on the other hand.

Once technological change is put aside as non-significant, we still have to 
identify the relevant dimensions of the institutional environment in order 
to understand the characteristics of, and limits to reforming urban water 
systems. Most analyses of institutional factors, whether in the water sector or 
other public utilities, have so far focused on the nature and role of regulators 
in the reforming process. In what follows, I submit that notwithstanding the 
importance of this component, regulators are one and only one (and often a 
minor one) of the institutions framing the reform of public utilities. Several

189
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other institutional mechanisms should be taken into consideration, which 
mostly operate at the micro level: 1 call these devices ‘micro-institutions’. Two 
of their distinctive characteristics are that (i) they are distinct from, although 
embedded in, their general institutional environment; (ii) they are often not 
specific to one sector but cover several utilities.

My analysis of these micro-institutions is informed by a new institutional 
perspective, which means paying particular attention to the interaction of 
different devices, including regulators, which determine the modes of organi­
zation chosen, the transaction costs involved and, therefore, the comparative 
performance of the arrangements implemented. Although the limited space 
available prevents one from providing details, the references refer to a set of 
studies in which I have been involved (or which are partially overlapping with 
those in which I have been involved), on the reform of urban water systems 
in developing countries (Savendoff and Spiller, 1999; Shirley, 2002; Ménard, 
Clarke and Zuluaga, 2002; Guasch, Laffont and Straub, 2005; Guasch, 2005) 
as well as in developed ones, mostly in France (Ménard and Saussier, 2002; 
Ménard et al., 2004).

The chapter is organized as follows. Section 2 briefly summarizes the 
theoretical background of the discussion that underlies my analysis, contrast­
ing the standard approach with a new institutional perspective. Section 3 
discusses the limited role of regulators and regulation when dealing with 
decentralized public utilities that have characteristics of a natural monopoly. 
Section 4 develops the idea that in order to understand and eventually suc­
ceed in reforming public utilities of that type, we must go beyond the role of 
regulators: micro-institutions need to be implemented and/or reformed. The 
conclusion emphasizes the long way we still have to go in that direction.

2 From a standard approach to an institutional perspective

Reform of public utilities is almost always initiated when they face major 
problems: endogenous forces clearly prevail over exogenous ones (such as 
political change). A short reminder of these problems helps to understand 
the solutions proposed by the standard approach developed in the 1980s 
and to point out some limits that the new institutional approach allows one 
to identify and potentially to overcome.

2.1 Basic infrastructure services, natural monopolies, and reforms
The provision of essential services, particularly water, usually calls for reform 
because it is plagued with increasing problems. The major symptoms, often 
interdependent so that difficulties get amplified, are the following:

1 Low  p e rfo rm a n c e  th a t  m ak es th e  p ro v is io n  o f w a te r p a rtic u la rly  ex pensive ,
d u e  to  excess lab o u r, lo w  p ro d u c tiv ity , a n d  a  h ig h  ra te  o f  u n a c c o u n te d  fo r
w ater.
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2 Prices that do not cover long-run costs, often because political opportunism 
interferes with the needs of the operator, whether it is public or private, so 
that under-investment and/or financial bottlenecks develop.

3 Provision of services that are highly politicized, with government interfer­
ence taking many different forms, from price control to intervention in 
the daily management of the utility (for example, by imposing constraints 
on the management of human resources) to cross-subsidies favouring the 
wealthier (that is, through high connection changes and/or pricing that 
introduces severe distortion for example when it is based on fixed rates 
rather than on water consumption).

4 Significant fractions of the population may not have access to the service, 
or have only intermittent access (as when water is delivered for only a few 
hours per day), or have access to the service at outrageous cost (as when 
households depend on the delivery of water by trucks through private 
suppliers).

5 Available water is polluted because of inadequate or even non existing sew­
erage systems, exposing the poor who cannot count on alternative supply 
of water to epidemics etc.

These problems, which water supply largely shares with other mismanaged 
public utilities, are amplified by the specific aspects of water, particularly:

(a) Large economies of density and/or economies of scale in water systems 
translating into rapidly declining average costs, which provide strong 
incentives towards integration, making water systems among the closest 
to the essence of natural monopolies.

(b) The high level of sunk costs in water systems, representing over 80 per 
cent of total costs, compared to about 30 per cent for gas and less than 
60 per cent for electricity (Savendoff and Spiller, 1999, p. 5), with fixed 
assets that have almost no alternative uses, so that it involves high risks 
for potential private investors.

(c) Related to the above, far less revenue is needed to cover current expendi­
ture than with other public utilities, so that operators tend to continue 
their activities as long as these revenues cover their variable costs. This 
provides incentives for public authorities to underprice the service, 
generating under-investment.

(d) The broad range of users, who strictly overlap all citizens in the case of 
water, make the provision and pricing of water highly sensitive from a 
political point of view.

All in all, the combination of these problems makes the reform of water 
particularly difficult which may explain the slow pace of reform in that sec­
tor, notwithstanding the urgency of doing so, particularly in developing 
countries.
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2.2 The core of the standard approach developed in the 1980s
Confronted by these problems, mainstream economists developed a set of 
reforms that can be summarized in five different components. First, they 
recommended privatization, viewed as a way to 'depoliticize' public utilities 
while simultaneously taking advantage of the presumed superior efficiency of 
private firms and unbundling economic efficiency from social goals. Second, 
they emphasized the possibility and advantages of disentangling the com­
petitive segments from natural monopoly segments in order to introduce 
'competition in the market' for the former, 'competition for the market' in 
the latter. Third, they carefully explored alternative mechanisms for allo­
cating competitive segments (for example, different modalities of auctions) 
in order to find the optimal one. Fourth, they designed regulatory reforms 
for controlling the vertically integrated natural monopoly and for moni­
toring the relationship between the competitive segment and the natural 
monopoly segment. Fifth, they defined characteristics of an optimal regulator 
that would be efficient and credible in implementing these reforms.

The underlying logic of this approach was that if optimal characteristics 
could be identified along the five dimensions identified above, a model would 
be available that would fit all reforms. This is the 'one-size-fits-all' princi­
ple that was predominant, implicitly or explicitly, in the late 1980s and the 
early 1990s. This model was part of what became known as 'The Washington 
Consensus'.

2.3 A new institutional perspective
However, the failure of many reforms became obvious in numerous cases 
in the second half of the 1990s, particularly in the water sector and particu­
larly in developing countries and showed how the 'one-size-fits-all' approach 
could severely hamper the expected performance from reform (World Devel­
opment Report, 2001). One important dimension to explain these failures, 
which became high on the agenda of many economists and policy-makers, 
was the neglect of institutional endowments when designing and implement­
ing reform. Comparative studies showed that similar reforms implemented in 
different institutional environments could produce radically different, even 
opposite results (Ménard and Shirley, 2002, ch. 1). This observation permit­
ted aspects of the work of the new institutionalists -  notably, Ronald Coase, 
Douglass North and Oliver Williamson -  to be taken into consideration.

Important lessons can be learned from a diverse series of studies by these 
new institutionalists; from Coase (1974) on the regulation of maritime traffic 
through lighthouses to Williamson (1985, ch. 13) on the franchise bid­
ding for cable television rights or Joskow (1991) on the reform of electricity, 
Levy and Spiller (1994) on telecommunications and Shirley (2002) on urban 
water systems. What these studies and others showed was that the efficient 
restructuring of public utilities needed finely-tuned reform far removed
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from the 'one-size-fits-all' approach. Specifically, reform needed to take into 
account:

i. The specificity of investment required, and the related risks of oppor­
tunistic behaviour and delaying 'hold-up' strategies by involved parties: 
the nature of assets are crucial when deciding on the mode of organiza­
tion (and the characteristics of proposed contracts), with a wide variety of 
alternative solutions;

ii. The industrial endowments within which reform is embedded, as these 
endowments determine the feasibility of reform: existing institutions, and 
conditions delineating the possibility of adjusting these institutions, and 
have a direct impact on the characteristics -  and success or failure -  of 
reform. Not all institutional change can be implemented.

In that respect, the main message from new institutional economics is that 
any projected reform should consider the transaction costs involved in the 
design and implementation of the new arrangement, without assuming the 
absolute superiority of one form over another: the success or failure of reform 
is primarily a governance issue.

Table 10.1 shows the three linked areas that motivate the need for reform, 
the constraints on reform imposed by the institutional environment and 
the anticipated outcome after implementation. These are essential to the 
examination of potential reform or evaluation of ongoing experiments.

Table 10.1 The determinants of reform

Motivations for Reform Constraints on Design Determinants of Outcome

Sector crisis Information available Incentives
Macro crisis Credibility of parties Commitment
Political change Relative power of Micro-institutions

winners and losers

3 The role of regulators and their limits with respect to 
decentralized public utilities
Let us now turn to the more specific institutions involved in reforming public 
utilities with particular attention to decentralized ones, that is, public utili­
ties that deliver services essentially on a local or regional basis (water is the 
main case in point here, but sewerage and urban public transportation are 
other relevant examples). Again I would like to contrast, to the point of over­
simplifying, the standard approach that has prevailed since the late 1980s
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to some lessons we can learn from an institutional perspective (Estache and 
Martimort, 2001).

3.1 The standard approach
The standard approach to the reform of decentralized public utilities does 
not differ from the recommendation for global ones (such as railroads, elec­
tricity or telecommunications). Besides the general propositions identified 
in section 2.2, with its special emphasis on unbundling previous 'natural' 
monopolies' and the privatization of all activities in the competitive seg­
ment, the main problem in that approach, when it comes to regulating 
the segment remaining in the non-competitive segment and its relation­
ship with the competitive segments, relates to the nature of regulators at 
the decentralized level, for example, the municipality level. However, the 
attention remained focused on what should be implemented at the higher 
level in the search for optimal regulation and regulatory laws, and emphasis 
has tended to be placed on the experience gained in the 1980s and 1990s: 
namely expertise, independence, accountability, credibility and some flexi­
bility. This should be allied to the search for an optimal contract, which must 
above all minimize information asymmetry and rein in as much as possible 
the discretionary power of the regulator, thus reducing if not eliminating 
opportunities for political intervention.

However, the problems already encountered by sector regulators operating 
at the aggregate level of an industry become even more acute when it comes to 
regulating decentralized public utilities that necessarily must adapt to local or 
regional circumstances (such as the geology, demography, and other factors 
that mould water, sewerage or urban transportation systems). Among the 
most significant problems are the following:

(a) Does it make sense to have a single-sector regulator at the local or regional 
level? If not, what would be the relevant domain for a multi-sector regu­
lator? Should it be the traditional public works department (then we are 
far away from the intended purposes of reforms according to the standard 
approach)?

(b) How can a local or regional regulator overcome information asymmetry 
if one considers the difficulties this issue already raises at a global level at 
where greater competence exists?

(c) What device could guarantee forms of control avoiding capture, to which 
local authorities are particularly exposed?

(d) Considering that contracts with high incentives provide large rents, how 
can an optimal contract be designed that limits the risky reactions against 
these rents among political constituencies?

All o f th e se  q u e s tio n s  suggest th a t  reg u la to rs  a t a  d ec e n tra liz e d  level c o n ­
f ro n t a m p lif ied  v e rs io n s  o f th e  m o re  g en e ra l p ro b le m s id e n tif ie d  in  re g u la to ry
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issues. They also all point at the significance of the institutional environ­
ment within which decentralized public utilities are embedded (Estache and 
Martimort, 2001).

3.2 An institutional perspective
Indeed, reforming decentralized public utilities faces severe institutional con­
straints. The leading idea pushed forward in a new institutional perspective is 
that the selected regulatory devices should minimize transaction costs among 
parties to the arrangement. This induces two consequences that involve 
problems that are unlikely at the regulatory level to be solved alone. The 
consequences are that: (1) regulation is a governance issue, which depends 
largely on institutional endowments; (2) ex post implementation of contracts 
is most of the time more important than their design ex ante (Goldberg, 1976; 
Levy and Spiller, 1994).

When it comes to reforming the water sector, these consequences involve 
both general and specific problems. The main general problems, that is, 
problems that exceed the sector under review, are the following. First, insti­
tutional endowments are imperfect and/or limited, which imposes tight 
constraints. Indeed, the limited scale at which local authorities operate nec­
essarily restricts the regulatory tools available (for example, they may have 
constraints regarding the duration of contacts that are imposed by laws 
defined at national level). Second, even big cities rely on limited human 
assets, particularly in developing countries, so that installing a regulator 
with the characteristics identified above is not obvious at all. Third, local or 
regional regulators are usually subject to multiple layers of regulation, which 
not only limits their capacity to monitor operators and/or contracts, but may 
generate institutional conflict.

Besides these difficulties that all decentralized public utilities share, there 
are other problems affecting the water sector.

(a) Incompleteness of contracts is particularly noticeable in this sector 
because of the combination of unusually high specificity of investments 
with the significant level of uncertainty due to changes in population 
density and the limited planning of cities' development (an issue most 
acute in developing countries). As a result, renegotiation at short inter­
vals is the rule (Guasch, Laffont and Straub, 2005; Guasch, 2005). These 
renegotiations are usually plagued by political interference as voters and 
users overlap so closely.

(b) Because of its centrality for human beings, water pricing is highly sensi­
tive from a political point of view. More generally, it frequently involves 
subsidies and redistribution issues. This trend is clearly amplified in 
developing countries, because of poor tax systems, so that redistribution 
cannot be monitored through taxation.
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(c) Incentives for governments to hold up operators (even public ones) once 
specific investments have been made, is particularly strong, again even 
more so in developing countries. Credible commitments from local public 
authorities become a major challenge, which may be amplified by the 
diversity of levels of policy-makers involved (for example, provincial and 
central governments on top of local ones).

Characteristics and limits of institutions operating at the local or regional 
level then become a major issue.

4 The key role of 'micro-institutions'

I do not pretend that a new institutional approach provides an adequate 
answer to all of these problems. However, research has highlighted major 
components involved in the success or failure of reforms of decentralized 
public utilities, besides the role of regulators.

4.1 Administrative procedures and the major role of local authorities
I have already emphasized the role of local authorities in monitoring decen­
tralized public utilities. As a result, two aspects should be of particular concern 
for policy-makers.

First, there is the problem of the allocation of regulatory rights and, more 
generally, of monitoring capabilities between the different levels of gov­
ernment with respect to decentralized public utilities. Full centralization of 
regulation and /or of administrative supervision as in unified political systems 
has the advantage of lower transaction costs since agreements do not have to 
be negotiated and implemented among a large number of parties. However, it 
confronts the risks associated with the 'one-size-fits-all' approach, since the 
temptation is powerful for the central authority to impose a single model. 
The other polar case, full decentralization, has the advantage of allowing 
the introduction of diversity, therefore of comparison and, ultimately, of 
some form of benchmarking, thus favouring regulatory mechanisms closer 
to markets. However, it involves higher transaction costs (for example, oper­
ators have to tailor different contracts for different municipalities, and local 
authorities must consider non-standard contracts as well), higher risks of con­
flict between the different departments, and the multiplication of potential 
sources of political interference.

Second, the administrative burden on local authorities of designing and 
monitoring a reform increases the key role of conflict resolution systems. New 
institutional economists have established a reputation in emphasizing the 
significance of ex post conditions in developing reform (and, more generally, 
organizational change), because of the risk of hold-ups and capture resulting 
from the opportunistic behaviour of the parties (Williamson, 1985, ch.13). 
One important question is the level at which conflict resolution should be
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monitored: at the local, regional, or central level of government? Another 
crucial aspect is the trade-off between agreements that involve the full com­
mitment of the parties (that is, through very detailed and almost complete 
contracts), which not only severely restricts arbitrary decisions in dispute res­
olution, but also involves costly contractual processes and embeds potentially 
harmful rigidities in the agreement. Furthermore, flexible arrangements that 
lower initial transaction costs but create much more room for administrative 
discretionary power, render dispute resolution quite opaque.

4.2 Human assets in monitoring decentralized public utilities
One major aspect in reforming local or regional public utilities is that it 
requires heavy investment in human capital.

Indeed, one important advantage of public utilities operated at a decentral­
ized level is that it can provide some 'benchmarking', notwithstanding the 
necessary adjustments for taking into account local variations (for example, 
in the physical environment, in the density and/or distribution of popu­
lation). However, in order to make a comparative approach possible for 
policy-makers as well as for users, adequate information must be made avail­
able. As we know from the past experience of reforming public utilities, the 
information revelation principle is not that easy to implement through con­
tracts. In that respect, one major difficulty when it comes to decentralized 
utilities is the availability of adequate human capital for collecting and diffus­
ing information. Most of the time, there is limited capability at local level: ex 
ante, for designing and allocating contracts through procedures that are often 
very complex and by far exceeds the competence of local authorities, putting 
them at risk of being in an asymmetric position when negotiating with large 
operators; and ex post, when it comes to the necessity for local authorities 
to collect and process information in order to monitor adequately operators, 
and to pass that information to users.

Although the problem of limited staff resources and skill is particularly 
severe in developing countries, it exists and creates significant problems in 
developed countries as well -  particularly for small and medium-sized cities. 
In that respect, the French experience of 'Basin Agencies', that is, agencies 
structured along the main pools of water resources (in this case, main rivers) 
and in charge of coordinating the actions of municipalities regarding not only 
the provision of water, but also the coordination of usage (between drinkable 
water, industrial use, agricultural needs) is one that could inspire policy­
makers abroad. Indeed, it has the advantage of pooling human resources 
over a relatively wide area and handling the different uses of water.

4.3 The role of judicial review
There has been an increasing emphasis in the 1990s, in the economic litera­
ture on reform of public utilities, on the key role of an independent judiciary 
that can review agreements and arbitrate on conflicts between parties as well
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as dealing with consumers' complaints. The existence of an adequate legal 
system is now conventionally introduced as central to successful reform.

Although I do not deny the importance and significance of an adequate 
legal system, I would argue that the role of the judiciary in the recent literature 
on reform tends to be overstated. This is so for at least three reasons: (a) Going 
to law usually signals a major conflict, that both sides of the contractual 
arrangement, public authorities and operators (private, but also public when 
the latter has some autonomy, as with public corporations) want to avoid 
because it might challenge the continuity of the relationship which is crucial. 
This is particularly so where highly specific investment is concerned which 
may represent most of the cost of the investment, as in water systems, (b) 
Going to law involves high transaction costs. As we all know, there is no such 
a thing as free lawyers! Judicial procedures are costly, for both parties, but 
particularly for local authorities when they are dealing with large operators 
who may be able to spread their legal fees over several contracts with different 
authorities. Therefore, most renegotiation and most conflicts are resolved 
out of court. Only a small percentage of conflicts are resolved in court. It 
does not mean that the judiciary is unimportant; but, that its role is one 
of dissuasion in last resort against opportunism, (c) Last, one cannot ignore 
the fact that most countries have poor legal competence available. Judges 
and lawyers competent in commercial affairs are a scarce resource, which is 
costly to develop (Hadfield, 2005). Costs are particularly significant when 
conflict involves the intervention of exogenous judiciary systems, such as 
international courts.

Considering the high and frequent rate of renegotiation of contracts, par­
ticularly with respect to local or regional public utilities (Guasch, 2005), 
one interesting solution to explore further might be the building of regional 
micro-institutions charged with helping to solve disputes through arbitration 
procedures, with arbitrators covering different categories of public utilities 
(such as urban water, sewerage, and public transportation) and able to oper­
ate in one or more regions, so as to avoid depending solely on the human 
assets of specific local authorities. This would reduce the cost of arbitration 
procedures, reduce the role of the judiciary, and also potentially limit the risk 
of capture. These micro-arbitration institutions could take over at regional 
level the role that public commissions played regarding national utilities 
(telecoms, electricity) in the Anglo-American tradition.

4.4 Political responsibilities
A leading motivation for reforming public utilities has been the reduction, 
if not the total elimination, of political interference. Indeed, numerous 
public utilities operating as government departments have been plagued, 
by overstaffing, underpricing, underinvestment and obscure cross-subsidies 
often favouring those with lobbying skills. Privatization was considered the 
main tool for putting an end to these problems. As it happened, and as is
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well-documented through several case studies (Shirley ed., 2002) as well as 
statistical data (Guasch, 2005), changing the allocation of property rights is 
at best only part of the solution. Indeed, risks of capture and of corruption, 
or even of distortion because of the very nature of public utilities, cannot be 
ignored.

4.4.1 Can political interference be avoided?
I would argue that political interference is almost inevitable in most decen­
tralized public utilities, particularly with water systems. This is for several 
reasons. First, there are the unique characteristics of water systems already 
mentioned, namely the high level of sunk costs and the specificity of 
investment involved, making them as close as possible to what has been 
traditionally identified as natural monopolies. Second, there is the total over­
lapping, at least in democratic and even in authoritarian regimes between 
users and voters, which makes the provision of water and its pricing highly 
sensitive from a political point of view. Third, and partially related to the 
factors above, there are strong incentives for politicians to monitor public 
utilities, particularly water systems, as tools of redistribution, either as com­
pensation for poorly developed tax systems that cannot do the job or because 
it is an easy way to get support from their political constituencies.

The conventional wisdom is that these trends should be balanced by a 
combination of privatization and of checks and balances through regulatory 
authorities and judiciary control. However, I have already emphasized how 
costly and disruptive the latter can be and how high the risks of capture are 
for the former. Moreover, as also argued in previous subsections, regulatory 
control at the local or even regional level is often almost impossible because of 
the lack of adequate human capital, a problem that does not only differentiate 
developed from developing countries, but also small cities from big ones. 
Therefore, political interference can hardly be avoided.

4.4.2 Is there legitimacy for political interference?
One might go even further and argue that there is legitimacy to some political 
monitoring of public utilities, particularly of water and sewerage systems, at 
least in a democratic regime. Water and sewerage systems share many proper­
ties of a natural monopoly, with one extra characteristic: they are absolutely 
essential to human survival, in the short term for water, in the long run for 
sewerage. In that respect, water and sewerage differ from other public utilities. 
In a democratic society, it is the duty of elected politicians with a minimum 
of concern for the wellbeing of the population they represent to guarantee 
these services. Otherwise, what would be the role of a democratic regime? 
Some political control is therefore not only unavoidable, but legitimate: the 
provision of water cannot be delegated to regulators or technocrats without 
any political control.
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This probably explains why all developed countries have had their water 
and sewerage systems developed by public departments under political con­
trol or by private operators tightly supervised by public authorities (as in 
the concession system). And it is noticeable that public-private participation 
became fashionable in recent decades less because of the observable failure of 
water and sewerage systems in developed countries than because of financial 
constraints faced by developing countries. In that perspective, the central 
question may not be: 'to privatize or not to privatize', but rather: what insti­
tutions can be designed at the local or regional level that can attract private 
participation while avoiding micro-management and/or corruption, without 
denying the active role of public authorities?

5 Conclusion

There is a long way to go in order to answer that question. However, there are 
some lessons we have already learned from experience and also from insights 
that an institutional perspective provides.

First, 'one-size-does-not-fit-alT! In designing and implementing reforms 
of public utilities, institutional endowments must be at the top of the 
agenda. Moreover, not only should we take into account the global insti­
tutional environment, but it is also necessary to dig deeper and understand 
the characteristics and properties of institutions at both local and regional 
levels. Reforming decentralized public utilities requires considering and/or 
reforming the micro-institutions operating at the level of these utilities.

Second, as emphasized early on by Joskow (1991, p. 281), '...the [free 
market] cannot always replicate efficiently internal organization and com­
plex contractual arrangements'. Therefore, trade-offs between public and 
private or mixed arrangements and trade-offs among different modes of 
organizations deserve serious analysis taking into account the institutional 
capabilities available for implementing more or less complex solutions and 
the transaction costs involved in these solutions.

Third, certain main goals should be kept in mind and remain at the core of 
all reform, (a) Water and sewerage services must be provided to all citizens: 
there are no substitutes, and no way to escape the necessity of these services 
for human survival. This makes these services particularly sensitive from a 
political viewpoint, and political responsibility cannot be eliminated from 
the picture, (b) In order to meet these needs, reforms must provide incen­
tives to invest, and this is true whether the delivery of the service is under 
public or private responsibility. It means that resources should cover long- 
run average costs in order for these universal services to be sustainable, (c) 
Political intervention, through the monitoring of the system, cross-subsidies, 
regulation of quality and prices, and so on, being almost unavoidable, insti­
tutions should be designed, not only at the national level, but also at the local
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or regional level primarily to guarantee transparency of any interference, so 
that, in the last resort, voters can arbitrate.

Hence, four priorities (and questions) should be at the top of the agenda 
of researchers and policy-makers, (i) What decentralized institutions can be 
built that are feasible, with decision rights at local or regional levels leaving 
room for transparency? (ii) What institutional endowments are really central 
for decentralized public utilities, which require demystifying the role of the 
judiciary? (iii) What human assets are crucial in order to make the moni­
toring of decentralized public utilities efficient without purely transferring 
discretionary power from politicians to technocrats (or so-called 'experts')? 
(iv) What incentives, monetary and organizational, can be implemented 
besides political motivations for making local regulators and/or supervisors 
accountable for their decisions?

One way to deal with these questions may be to capitalize the past experi­
ence of developed countries, particularly with respect to the development of 
water and sewerage systems in the nineteenth and early twentieth centuries. 
Economists tend to neglect historical lessons. However, this is clearly a case 
in which memory could help\
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Does Regulation and Institutional 
Design Matter for Infrastructure 
Sector Performance?
Luis A. Andrés, fosé Luis Guasch and Stephane Straub*

1 Introduction

During the 1990s, as part of structural reform in infrastructure indus­
tries more than US$750 billion was invested in 2,500 private infrastructure 
projects in developing economies. Nearly half went to the Latin American 
region, mainly through the divestiture of public assets in telecommuni­
cations and electricity sectors and transport concessions. Six countries -  
Argentina, Brazil, Chile, Colombia, Mexico and Peru -  absorbed more than 
90 per cent of private investment. Overall, the region was the most important 
beneficiary of the huge flow of private investments for infrastructure world­
wide with private investment finance peaking at around US$130 billion in 
1997. Since then, investors' appetites have waned, public support for priva­
tization has decreased, and the role of public investment in the provision of 
infrastructure services has gained momentum again.1 While the increase of 
public investment is welcomed, given the magnitude of infrastructure needs 
in the region -  roughly 4 to 6 per cent of gross domestic product (GDP) per 
year to catch up or keep up with countries that once trailed it, such as China 
and Korea -  and the fiscal limitations of the public sector, private sector 
financing for infrastructure will always be important in Latin America.

Whereas in Latin American countries, state-owned enterprises continue to 
account for more than 10 per cent of gross domestic product, 20 per cent of 
investment, and about 5 per cent of formal employment (Kikéri, 1999); how­
ever, the infrastructure sector has changed dramatically. Specifically, while at 
the beginning of the 1990s only 3 per cent, 3 per cent and almost 0 per cent 
of the subscribers of fixed telecommunications, electricity and water distri­
bution, respectively, were in private hands, by 2003 these ratios were 86 per 
cent, 60 per cent and 11 per cent. Furthermore, the setting of a regulatory

* Findings, interpretation and conclusions expressed herein do not necessarily reflect 
the views of the Board of Executive Directors of the World Bank or the governments 
they represent.
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framework has accompanied the increase of private sector participation in 
infrastructure.

There is strong evidence supporting the generally positive economic results 
of these policies. Examples include Boardman and Vining (1989) and Meg- 
ginson, Nash, and van Randenborgh (1994) (see Megginson and Netter, 2001, 
and Chong and Lopez-de-Silanes, 2003, for more recent reviews). Yet, pub­
lic perceptions of the outcome are less positive. Chong and Lopez-de-Silanes 
(2003) have, among others, summarized and addressed the most frequent 
cited criticisms.

In the case of Latin American countries (LACs) and for the infrastructure 
sector, apart from case studies, there is little empirical literature analysing the 
impact determinants. Most of it has focused on all sectors and on the perfor­
mance of financial indicators (see Megginson, Nash, and van Randenborgh, 
1994). Recently Andres, Guasch, Haven and Foster (2008) have evaluated 
the impact of private-sector participation on output, efficiency, labour pro­
ductivity, quality, coverage and prices, using a large cross-country data set 
for Latin America. The impact of competition has been analysed in Andres, 
Guasch, Haven and Foster (2008), the issue of renegotiation of concessions 
in Guasch (2006), Guasch, Laffont and Straub (2003 and 2004), and finally 
the profitability of private infrastructure firms in Sirtaine, Pinglo, Guasch, 
and Foster (2005).

However, little work that has focused on the determinants of sectors' perfor­
mance and most particularly on the impact of regulation on those outcomes. 
Even though the theory suggests that regulation matters, there is a shortage 
of empirical work analysing this issue. Some exceptions are Wallsten (2001), 
Jamasb (2005), Cubbin and Stern (2005) and Stern and Cubbin (2004).

The objective of this chapter is to add to that scarce literature, testing the 
impact of regulation from three different angles: (a) on the alignment of costs 
with tariffs -  firms and profitability, (b) on reducing/deterring opportunistic 
renegotiation, and (c) its effects on productivity, quality of service, coverage 
and prices. This is discussed in Sections 2, 3 and 4 respectively.

For this, we used an extensive data set of about 1000 concessions granted 
in Latin America from the late 1980s to the early 2000s, compiled by Guasch 
(2003).

2 Testing the im pact of regulation on aligning costs 
w ith tariffs and firms' profitability

Unlike normal competitive business sectors, the profitability of concessions 
is not simply a reflection of market conditions and managerial competence, 
but is to a considerable extent determined -  or at least circumscribed -  
by regulatory decisions. Infrastructure companies operate mostly under a 
monopoly regime and are thus subject to regulation of tariffs. Thus, the



Luis A. Andrés, Jósé Luis Guasch and Stephane Straub 205

observed profitability of these concessions should in part reflect the quality 
of the regulatory framework and the regulators' performance.

2.1 Theoretical framework
Regulation aims to protect consumers from abuse of monopoly power and 
investors from opportunistic behaviour by the government, given the polit­
ically sensitive nature of infrastructure tariffs and the large sunk costs 
characteristic of the companies' investments. As a result, regulatory deci­
sions have a substantial impact on the profitability of companies. Ideally, 
the regulator's objective should be to maintain alignment between a com­
pany's rate of return and the cost of its capital. This is because a rate of return 
in excess of the cost of capital inappropriately penalizes consumers, while a 
rate of return that is below the cost of capital inappropriately discourages fur­
ther investment. The closeness of that alignment will depend, among other 
things, on the quality of regulation.

In theory, the closeness with which the rate of return tracks the cost of cap­
ital will also depend on the chosen regulatory regime. Under rate of return 
regulation, the regulator has the possibility of making frequent price adjust­
ments to realign the company's rate of return with its cost of capital. Under 
price cap regulation, on the other hand, the regulator sets tariffs so that 
expected returns match the cost of capital ex ante, but allows these returns 
to diverge ex post during the periods between regulatory reviews. However, 
in practice, in Latin America, the distinction between 'price cap' and 'rate 
of return' system of regulation is somewhat blurred due to frequent renego­
tiation of infrastructure contracts (Guasch, 2004; Guasch and Spiller, 1999; 
Gomez-Ibanez, 2003)2, and to the fact that review methodologies sometimes 
take into account historic divergence between the rate of return and the cost 
of capital in adjusting future prices, which goes against the forward looking 
principles of 'price cap' regulation. Thus, the practice in the region would 
best be described as a hybrid regime.

Therefore, instead of focusing on the dichotomy between price cap and rate 
of return regulation, we develop a measure of the overall quality of the regu­
lator that oversees each of the companies in the sample. We therefore empir­
ically evaluate the impact of the quality of regulation on the profitability of 
firms. The hypothesis is that the better the quality of regulation, the closer the 
correspondence between the firm's rate of return and the firm's cost of capital.

2.2 Measuring regulatory quality
In order to test this hypothesis a quantitative measure of regulatory qual­
ity is needed. Good regulation is defined by clear, stable and predictable 
rules, a purely professional and technical interpretation of the law and con­
tract, ability to withstand influences and pressures from the stakeholders, 
such as government and operators, and the establishment of a predictable
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and adequate allocation of resources. Based on this definition, the index 
developed here considers three key dimensions of regulatory quality: legal 
solidity, financial strength, and decision-making autonomy. The construc­
tion of each of these indices and associated scoring method are detailed in 
Table 11.1 below.

Legal solidity refers to the stability, and more space predictability, of the 
regulatory regime. The strongest legal foundation is obtained when the 
regulatory framework is embedded into law, as opposed to a weaker legal 
instrument -  that is easier to change (such as a decree or a contract if the 
judiciary is not reliable).

Financial strength refers to the resources given to the regulatory agency to 
undertake its functions. This dimension has two aspects. The first aspect is 
financial independence, which is achieved when a regulatory entity has its 
own source of revenue (for example, via a sectoral surcharge) and does not 
depend on the government budget. The second aspect is financial strength, 
which is a function of the size of the agency's budget.

Decision-making autonomy measures the likelihood that regulatory deci­
sions are based on technical as opposed to political criteria. This dimension 
has three aspects. The first aspect is independence of appointment, which 
measures the extent to which the appointment process avoids a purely polit­
ical appointee without adequate technical knowledge of the sector. The 
second aspect is duration of appointment, which indicates whether a regu­
lator can be reappointed and hence might be less likely to act independently 
and issue professionally and technically based decisions. The third aspect is 
collegiality of decisions, which measures the relative difficulty of regulatory

Table 11.1 Regulatory quality index: components and construction

Weight Scoring

Legal solidity 0.33 1 if regulatory framework established by 
law, 0 otherwise.

Financial capacity 0.34 Sum of scores on factors detailed below.
• Financial independence 0.17 • 1 if funded from regulatory levy, 0 if 

funded from public budget
• Financial strength 0.17 • Regulatory budget as % sectoral 

GDP normalized on [0,1] scale
Decision-making autonomy 0.33 Sum of scores on factors detailed below.
• Independence of appointment 0.11 • 0 if appointed directly by Executive, 

1 if screening by legislature
• Duration of appointment 0.11 • 1 for a single fixed term, 0 for 

indefinite appointment
• Collegiality of decisions 0.11 • 1 if headed by regulatory commission, 

0 if by individual regulator

Note: Scores between 0 and 1 are given for intermediate cases.
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capture, thought to be lower when multiple regulators act jointly within a 
board structure.

While each of these elements is individually relevant, it is also of inter­
est to aggregate them into a single quality index that gives equal weight to 
each of the three dimensions that have been identified. For the sample of 
companies covered in this study, the average score on this index of overall 
regulatory quality is 0.51 against a potential maximum of 1.0, suggesting 
that the quality of regulation is not very high overall. However, there is sig­
nificant variation in quality of regulation across countries and sectors, with 
scores ranging widely between 0.12 and 0.85. The highest average score is 
obtained on legal solidity, 0.65, as against decision-making autonomy, 0.56, 
and financial strength, 0.34. Pair-wise correlations between each of the regu­
latory quality measures are typically low at around 0.20, and in no case greater 
than 0.57. In some cases, pair-wise correlations had a negative value, suggest­
ing that high regulatory quality along one dimension is correlated with low 
regulatory quality along another dimension. This result illustrates that few 
countries consistently apply all the design principles needed to ensure good 
quality regulation.

The indices of regulatory quality were used to try to explain differences in 
the divergence between rate of return and cost of capital across the different 
companies in the sample. This was done by regressing the difference between 
the project internal rate of return and the weighted average cost of capital 
(IRR-WACC) against the set of explanatory variables. The hypothesis is that 
the better the quality of regulation, as measured by the index, the smaller 
the differential should be, suggesting that the regulatory quality sub-indexes 
would enter the regression with negative signs.

Two separate measures of the IRR-WACC differential were considered. The 
first measure is the simple IRR-WACC differential. This captures the qual­
ity of regulation purely from a short-term consumer's perspective, since the 
smaller the IRR-WACC differential (including negative values), the lower the 
resulting tariffs for consumers. However, this constitutes a myopic view since 
a negative IRR-WACC undermines investment incentives and therefore ulti­
mately penalizes consumers through declining service quality, decelerating 
service expansion, and potential flight of investors. Therefore, the absolute 
IRR-WACC differential is taken as a second relevant measure. According to 
this indicator, what matters is minimizing the distance between IRR and 
WACC, with positive and negative differentials regarded as equally reflective 
of poor regulatory decisions.

2.3 Simple differential (myopic consumer protection)
The results for the first set of regressions are reported in Table 11.2, using each 
of the four measures of IRR-WACC differential.3 Despite small sample sizes, 
three out of the four models show that the regulatory quality variables are
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Table 11.2 Summary of regression results

Dependent variable
Simple 
differential 1

Simple 
differential 2

Simple 
differential 3

Simple 
differential 4

Financial independence -0.340 -0.174 -0.151 -0.135
Financial strength -0.372 -0.332** -0.355** -0.370**
Legal solidity -0.026 0.077 0.070 0.080
Independence of appointment -0.109 -0.068 -0.101 -0.109
Duration of appointment -0.125 -0.011 -0.038 -0.030
Collegiality of decisions 0.455** 0.256** 0.271** 0.267**
Constant -0.341 -0.047 -0.022 0.002
P-value 0.156 0.072* 0.052** 0.045**
Adjusted R-squared 0.124 0.208 0.237 0.248
No. of observations 32 30 30 30

Notes: Regressions based on 30 observations; *, **, *** indicate significance at 10%, 5%, and 1% 
level respectively.

significant in overall terms, and are on their own capable of explaining 20- 
25 per cent of the IRR-WACC differential. Moreover, some of the regulatory 
quality variables are also individually significant. Thus, the financial strength 
variable is significant at the 5 per cent level in most of the regressions with 
the expected negative sign, indicating that regulators with larger budgets 
tend to have greater success in minimizing the IRR-WACC differential. In 
addition, the collegiality of decision variable is also significant at the 5 per 
cent level, but takes a positive sign. This suggests that, arguably contrary 
to expectations, regulatory entities headed by a single superintendent do 
a better job at reducing the IRR-WACC differential than do broader based 
regulatory commissions.4

2.4 Absolute differential (protecting both consumers and investors)
The results of the second set of regressions are reported in Table 11.3. Given 
that taking the absolute value of the IRR-WACC differential reduces the 
spread across observations in an already small sample, a log-linear specifi­
cation is used to ensure that there is adequate variation for the purposes 
of the regression. Overall, this second set of regressions did not perform as 
well as the first. Nevertheless, two of the models show overall significance 
at the 5-10 per cent level and are able to explain around 20 per cent of 
the variation in the IRR-WACC differential. As before, the financial strength 
variable proves to be significant in some specifications, though not always 
with the expected sign. On the other hand, the collegiality of decisions is no 
longer statistically significant. The lower level of significance and explana­
tory power associated with this second set of regressions may simply reflect 
the fact that regulatory efforts are more strongly motivated by short-term
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Table 11.3 Summary of regression results

Dependent variable
Absolute 
differential 1

Absolute 
differential 2

Absolute 
differential 3

Absolute 
differential 4

Financial independence 1.071 -0.653 -0.001 0.071
Financial strength 2.619** -2.478 -2.488** -2.140"
Legal solidity -0.697 0.928 0.412 0.844**
Independence of appointment 1.147 0.974 0.577 -0.050
Duration of appointment -0.478 1.412 1.053 0.767
Collegiality of decisions -1.771 -0.810 -0.456 -0.243
Constant -1.104 -2.618** -2.365’* -2.487**
P-value 0.094* 0.273 0.125 0.049**
R-squared 0.171 0.069 0.156 0.242
No. of observations 32 30 30 30

Notes: Regressions based on 30 observations; *, **, *** indicate significance at 10%, 5%, and 1% 
level respectively.

considerations of keeping prices as low as possible for current consumers, 
than by-long term considerations of keeping returns as close as possible to 
hurdle rates for investors.

The conclusion of this analysis is that regulation matters in aligning the 
cost of capital and rate of return, as variations in quality across regulatory 
regimes are significant and material in determining the size of the IRR-WACC 
differential. However, regulatory efforts seem to be more closely associated 
with minimizing the simple IRR-WACC differential (and thereby keeping 
tariffs as low as possible for current consumers), than with minimizing 
the absolute IRR-WACC differential (and thereby keeping profitability well 
aligned with hurdle rates of return). Another striking feature of the results 
is that regulatory quality variables seem to have overall significance, more 
than individual significance, in determining IRR-WACC differentials. This is 
in fact consistent with the fact that performance along different dimensions 
of regulatory quality is not highly correlated, and that the benefits of high 
regulatory quality along one dimension can be completely offset by low reg­
ulatory quality along another dimension. Thus, for regulation to be effective, 
one needs the whole package of regulatory characteristics. If some of the key 
ingredients are missing, the effectiveness of regulation is highly diminished.

2.5 Summary
We have analysed the differences between returns and cost of capital and 
shown that the variation of net returns across concessions can be partially 
explained by the quality of regulation. We have shown that the better the 
quality of regulation the closer the alignment between financial returns and 
costs of capital as is desirable. Quality of regulation is found to be a signif­
icant determinant of the divergence between the overall profitability of the
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concession and its corresponding hurdle rate, explaining around 20 per cent 
of the variation. Thus we have shown that regulation does indeed matter. 
However, regulatory efforts seem to be more closely associated with keeping 
tariffs as low as possible for current consumers, than keeping profitability 
well aligned with hurdle rates of return.

The policy implications are clear. Significant efforts are needed to improve 
the quality of regulation.

3 Testing the impact of regulation on reducing/deterring 
opportunistic renegotiation
3.1 C oncession con trac ts  in  Latin  Am erica
In Latin America, the majority of privatization cases took the form of con­
cession contracts. This was mostly to avoid political, legal and constitutional 
impediments to the outright sale of state assets to private operators that were 
often foreign firms. A concession contract grants a private firm or consortium 
the right to operate a given infrastructure in exchange for the revenues gen­
erated by users' payments, and lasts for a limited period of time (in general 
between 15 and 30 years), after which the underlying assets are reformed to 
the state.

However, concession contracts have suffered from a number of problems, 
the most serious of which has been renegotiation. Considering an exhaustive 
sample of more than 1,000 concessions in Latin America and the Caribbean 
during the period 1985-2000 (excluding telecommunications where most 
projects were real privatizations with transfer of assets), 41 per cent of all 
projects in the three remaining sectors were renegotiated at some point. In 
water and transport, renegotiations have affected 74 per cent and 55 per cent 
of the projects respectively, and have occurred 1.6 years and 3.1 years on 
average after the award (Guasch, 2004).

These renegotiations have had a negative impact on users, including the 
need for additional risk premium ex ante (Guasch and Spiller, 1999), and ex 
post service disruption, non-compliance with expansion targets and exces­
sive prices due to cost pass-through charged to customers, among others. For 
example, the Mexican toll road programme, which consisted of 52 highways 
built in the early 1990s, was finally bailed out by the government in 1997. 
The estimated cost was between 1 and 1.7 per cent of GDP (Guasch, Laf- 
font and Straub, 2005). It is really important to understand the reasons for 
these failures and in particular the role of regulation in determining these 
outcomes. This section aims to explore these issues.

3.2 Renegotiations of concession contracts and their determinants
Renegotiation may be of two types: initiated by operators (Guasch, Laffont 
and Straub, 2003) at the initiative of local or national government (Guasch, 
Laffont and Straub, 2005) or instituted by the government.
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Table 11.4 Renegotiation by type of initiator 1989-2000

1989 1990 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000 Total

All countries
O utstanding 10

concessions
Number of 0

renegotiations
Firm-led 0

renegotiations
Govt-led 0

renegotiations
Joint-led 0

renegotiations

38 38 50 78

13 3 9 12

12 2 2 0

0 0 0 10

1 1 7 2

103 123 132 156

14 23 15 15

1 3 3 11

13 19 11 3

0 1 1 1

187 187 165 na

11 27 20 162

4 1 14 53

7 25 6 94

0 1 0 15

Source: Guasch, Laffont and Straub (2005).

Firm-led renegotiations might be related to economic shocks following a 
devaluation or a recession, or might be opportunistic, when a firm that was 
previously awarded a concession seeks a bilateral negotiation with the gov­
ernment or the regulatory agency to strike a better deal than the one that 
was initially agreed upon. This may significantly reduce the benefit of the 
competitive pressure introduced by the ex ante auction procedure, first sim­
ply because the agreed parameters (tariffs, transfers) are modified and second 
because firms that anticipate this may be tempted to strategically undercut 
rivals at the bidding stage.

Government-led renegotiations may sometimes be of a Pareto improving 
nature (related to unforeseen contingencies), but most of them are oppor­
tunistic, where politicians during or after an election campaign renege on 
previous contracts to please their constituencies. Recent cancellations of 
water concessions includes that of 2005 in Bolivia and the ongoing rene­
gotiations of most concessions in Argentina after the 2001 crisis, when the 
government refused any significant adjustment of the rates converted to 
devalued pesos despite contract clauses that contemplated indexation to the 
US$ and US inflation.

A look at the data in Table 11.4 shows that regional volatility seems to 
play an important role in the timing of these renegotiations. For example, a 
number of them occurred around the hyperinflation at the end of the 1980s 
in Argentina, during and after the Tequila crisis in 1995 in Mexico and at the 
time of the Real devaluation in 1999 in Brazil. It is therefore interesting to 
find out if economic shocks were the only determinants of renegotiations, 
or if there were other flaws, in contract or regulatory framework design, that 
were pivotal in explaining the high incidence of renegotiation.

The Guasch, Laffont and Straub (2003 and 2005) results are based on a 
sample comprising 307 projects in the water and transport sectors, in five
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countries (Argentina, Brazil, Chile, Colombia and Mexico), over 12 years, 
with a total of 1,287 observations (see Guasch, 2004). For each contract, 
there is information on the general characteristics of the projects (sector, 
year of award, duration), on the award process, the investment and financ­
ing conditions, the institutional and regulatory context and the type of 
price regulation in place (price capping versus rate of return), and other 
contract clauses (arbitration, income guarantees, take-over clauses). These 
are completed by macroeconomic data (growth rate, exchange rate evolu­
tion), dummies for national and local elections and a full set of institutional 
indicators (corruption, quality of the bureaucracy, rule of law).

The initial estimations are based on a random effect probit, which is a 
linearized version of the equations giving the probabilities of firm-led and 
government-led renegotiations in the respective theoretical models:

T in t = I [Yint = xia 1 +  <*2-Zint +  E„t0l3 +  eint <  0 ] ,

For concession i, in country n, at time t, y,„t is the binary variable indicating 
whether there was a renegotiation by the firm (respected by the government), 
X is a vector of time-invariant characteristics of the contract, z  is the time 
elapsed since the award, and £ is a vector of the environmental characteristics, 
including economic shocks, elections and quality of institutions.

Alternatively, Guasch, Laffont and Straub (2003) present a competing 
risk duration model, which allows for both types of renegotiations hazard 
simultaneously. The specific model used follows Han and Hausman's (1990) 
semi-parametric competing risk model, with a non-parametric baseline haz­
ard consisting of a set of dummy variables for each period. This model is 
estimated using a bivariate probit with the complete set of period dummies.

One major econometric issue is the fact that most contract clauses, such as 
the type of price regulation or specific guarantees included, must be consid­
ered to be endogenous. Indeed, we expect the contracting parties to choose 
them according to their observable and unobservable characteristics and to 
those of the projects. For example, the type of tariff regulation chosen is likely 
to be affected by the potential efficiency of the concessionaire (more efficient 
firms would prefer price capping regulation, which is more risky but makes 
them residual claimant for their cost savings) and also by the fact that riskier 
projects would call for lower-powered (rate of return) regulation. Similarly, 
most types of guarantee have in general been included to convince private 
agents to take on more risky concessions, as in the case of toll-road pro­
grammes for which demand proves difficult to predict accurately. The chal­
lenge is thus to control for this ex ante self-selection effect in order to assess 
correctly the ex post specific incentive effect of the variables under study.

To tackle this, we implement in the two models mentioned above a 
two-stage instrumental variable procedure using as instrument a number of 
exogenous characteristics of the environment such as institutional quality,
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Table 11.5 Sign of main variables affecting the occurrence of both types of 
renegotiations

Firm-led Govemment-led
renegotiation renegotiation

Existence of a regulator prior to the award — —
Price capping regulation + +
Duration since award + +
Investment requirements - +
Exclusive private financing + -
Quality of bureaucracy - -
Control of Corruption - +
National elections + +
Growth - -
Minimum income guarantee clause + +

Source: Guasch, Laffont and Straub (2003; 2005).

Table 11.6 Estimates of the determinants of renegotiations

Firm-led Govemment-led
renegotiations renegotiations

Existence of regulatory body -1.09*** (0.22) -1.40*“  (0.34)
Price capping 0.68* (0.38) -0.46* (0.40)
Investment requirements 0.96“  (0.40) -0.70*** (0.24)
Private financing 0.35 (0.28) -1.23*** (0.24)
Bureaucratic quality -0.35“  (0.15) -0.57*** (0.16)
Elections -1 0.31 (0.20) 0.21 (0.19)
Growth -1 -0.06*“  (0.02) -0.05** (0.03)
Growth -2 -0.14*" (0.02) —0.08“  (0.03)
Transport dummy 0.53 (0.36) -0.38 (0.36)
Log likelihood -251.1 na
Number of observations 1132

Source: Guasch, Laffont and Straub (2003, 2005). Significance at the 1%, 5% and 10% level is noted 
by *“ ,**,* respectively.

sectors of activity and the existence of a regulator. For the variables found to 
be endogenous according to the Rivers and Vuong (1988) test, we take the 
predicted values from the first stage estimations, insert them in the second 
stage model and adjust the standard errors with a bootstrapping procedure. 
Unsurprisingly, the variables for which exogeneity is rejected are price cap­
ping regulation, the investment and financing variables, and clauses such as 
minimum income guarantee and existence of an arbitration body.

The results from both models are strongly consistent. Table 11.5 summa­
rizes the sign of the main variables found to have a significant impact on both
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types of renegotiations. It shows that contract characteristics, political and 
economic variables, and regulation all matter in explaining the frequency of 
renegotiations.

3.3 Regulation and renegotiation
First, the existence of a regulator at the time the concession contract is signed 
appears to be crucial in avoiding failures during the early life of concession 
projects. This aspect has the strongest marginal effect of all variables found 
to be statistically significant. Comparing three specific contracts from the 
initial sample, and using the probabilities predicted by the empirical model, 
Guasch, Laffont and Straub (2003) show that had a regulator been in place 
at the time of awarding the contract, the respective probabilities of renego­
tiation in the last year of existence of the contract would have been reduced 
from 29.7 per cent, 9.9 per cent and 3.1 per cent, to 5.3 per cent, 0.3 per cent 
and 0.2 per cent respectively.

Depending on the type of renegotiation that is considered, at least two 
complementary lines of explanation are relevant here. On the one hand, 
regulators seem to allow for better contracts from the start, which reduces 
the necessity of later adjustments for unforeseen contingencies (this is par­
ticularly relevant for firm-led renegotiations). In the Latin American context, 
characterized by frequent, and difficult to predict, economic shocks and by 
the imperfect enforcement of contracts, drafting complete contracts is bound 
to fail. Moreover, long and complex contracts are often inefficient, because 
they lack transparency and lend themselves to contradictory interpretations 
and therefore opportunistic revision claims. As a consequence, most con­
tracts are short concession-specific documents that rely on complementary 
rules contained in the relevant jurisprudence. This approach makes previous 
regulatory experience in dealing with the design of concessions contracts 
pivotal in limiting the occurrence of later renegotiations.

On the other hand, regulators are even more effective in weak governance 
environments and appear to constitute a barrier to opportunistic behaviour 
by governments (Guasch, Laffont and Straub, 2005). This conclusion is sup­
ported by several significant interactions showing, for example, that the 
previous existence of a regulator has a stronger marginal effect in a con­
text characterized by more corruption, or that a good quality bureaucracy 
is more effective in limiting the incidence of renegotiations after elections. 
Finally, Guasch, Laffont and Straub (2005) also show that the fact that the 
regulator does not belong to a ministry significantly reduces the probabil­
ity of government-led renegotiation. In that regard, these firm-level results 
confirm the results of some cross-country studies that demonstrate the impor­
tance of experienced and independent regulators in the telecommunication 
and electricity sectors (Wallsten, 2001; Cubbin and Stern, 2005).

Second, the choice of price regulation, between a price capping and a rate 
of return scheme, is of utmost importance. Besides well-known concerns
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with price capping regulation, in particular regarding the impact on quality 
and the implied risk transfer from consumers to the firm, is discussed in 
Guasch, Laffont and Straub (2003, 2005) show that the main consequence 
of choosing a price capping regulatory scheme is the increased probability 
of renegotiation. Looking again at the marginal effect shows, for example, 
that had the three sample contracts been under a rate-of-return scheme, the 
respective probabilities of firm-led renegotiation in the last year of existence 
of the contract would have been reduced from 29.7 per cent, 9.9 per cent and
3.1 per cent, to 13.8 per cent, 3.3 per cent and 0.8 per cent respectively.

Given that in the sample under study, over 70 per cent of concessions are 
regulated by price capping, this is clearly a major concern. Moreover, price 
capping schemes increase the riskiness of projects, which is reflected in an 
increase of the cost of capital, and implies that firms end up facing higher 
interest. In contexts where institutions are weak, inexperienced and often 
unable to resist political pressures, the consequence is that most regulated 
firms (or the government and interest groups related to the firms) appropriate 
the gains when the conjuncture is favourable, but are able to transfer the 
losses to consumers during bad times.

As a consequence, there is a growing pragmatic tendency to advocate the 
abandonment of price capping regulation, considered a synonym for the 
higher risk of renegotiation and higher cost of capital, and to advocate a 
return to a hybrid type of regulation, including some elements of rate of 
return (see for example Estache, Guasch and Trujillo, 2003). Such a move 
would imply the recognition that a shift to a hybrid regulatory scheme is 
imposed de facto by ex post renegotiations, which carry high associated social 
costs, because they tend to endogenize the regulatory review lags. In this 
situation, it could prove less costly to adapt regulatory rules from the start by 
adopting lower-powered price regulation schemes.

3.4 Summary
In summary, two related dimensions of regulation matter when it comes 
to avoiding disruptive renegotiations. The first is the regulatory environ­
ment, including the very existence of a regulator from the start, but also its 
independence from potential political pressure. The second is the type of 
price regulation itself. It should be noted that these two aspects can hardly 
be separated. Indeed, price capping regulation has often been the salient 
choice of governments lacking previous experience with regulation, because 
it appeared to be less informationally demanding. The absence of a regulator 
when initiating transfers of infrastructure to the private sector and the choice 
of price cap therefore often went in tandem. The results mentioned above 
show that a better strategic approach would be for governments to consider a 
sequence including first the development of a correctly endowed and reason­
ably independent regulatory agency, which would subsequently be in charge 
of the definition of the contract and the appropriate price regulation.
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4 Testing the impact of regulation on its effects 
on productivity, quality of service, coverage and prices
4.1 Overview
This section uses the framework developed in Andres, Guasch, Haven and 
Foster (2008). As already described, their analysis splits the data into three 
periods: 'pre-privatization', transition, and post-privatization, where the 
transitional period commences after the concession announcement and lasts 
until one year after the concession award. The motivation for this segmen­
tation is that some of the more important changes start simultaneously with 
the privatization announcement and lasts one year after the change in own­
ership. In addition, some of these indicators are driven by firm-specific time 
trends and not privatization itself; therefore, the authors also control for this 
effect. Their main results are summarized as follows:

(i) After controlling for a positive firm-specific time trend, data for ser­
vice coverage suggests that privatization has an upward impact on 
telecommunications, but no effect on electricity, water or sanitation;

(ii) Indicators for technical losses are positively affected by privatization. 
While most of the improvement in electricity during the transition 
period, occur in the case of telecommunications, water, and sanitation 
occur later on;

(iii) Prices also significantly increased for the sectors during and after the 
transition except in telecommunications, as the average cost of installa­
tion of a residential line decreased in every period (the monthly charge 
for residential service, however, increased substantially);

(iv) Labour productivity significantly changed in all three sectors, mainly 
during the transition period, and fundamentally caused an important 
reduction in labour redundancy: in the electricity and water and sani­
tation sectors, employment decreased on average 10 per cent per year 
during the transition period; and

(v) The outcomes' results are significantly heterogeneous across firms.

The current analysis is based on the last conclusion that shows the hetero­
geneity across firms. Our proposal attempts to improve the understanding 
of the determinants for this heterogeneity across utilities. The hypothesis 
is that procedural and regulatory differences might explain some of these 
variances.

We focus on four basic regulatory characteristics: (1) budget autonomy; 
(2) the legal autonomy of the regulatory body; (3) tariff regulation (price 
capping, rate of return, among others); and (4) duration of the regulatory 
board. Additionally, we will control for some additional features such as the 
award process (direct selection versus auction process), the award criteria 
(highest price; lower tariff or investment plan), and the nationality of the
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concessionaire. The premise is that these divergences may significantly affect 
the incentives involved in the managerial decision process, which, in turn, 
affects firm performance on efficiency, quality, and price.

4.2 Procedure
Ideally, to assess the impact of privatization, the performance of utilities 
under private operation should be evaluated against comparable publicly 
operated firms from similar environments, assuming these firms are the 
contra-factual of the privatized ones. In most cases, it is hard to identify 
an analogous firm; hence, most of the literature compares the evolution of 
selected indicators before and after the change in ownership.

Most of the literature employs two different strategies to estimate the effect 
of privatization. First, since Megginson, Nash, and van Randenborgh (1994), 
there have been several studies using means and medians of the periods 
before and after the event of privatization, together with testing on the 
significance of the change. Some research considers different samples of 
SOEs among countries and evaluates indicators. Another branch of literature 
assumes these policies to be treatments and follows the literature of pro­
gramme evaluation (see Heckman and Robb, 1985) by proposing a dummy 
for those periods where the SOE was privately owned, and checks its signifi­
cance, as well as other interactions with characteristics specific to each paper 
(for example, Boardman and Vining, 1989).

In this section we propose to modify Andres, Guasch, Haven and Foster 
(2008). We introduce interactions between the privatization dummies and 
the characteristics described previously. More specifically, we define a dummy 
for the transition and another for the after-transition period:

In (yijt) = ST DUMMY _TRANijt + δρ DUMMY _POSTijt + Φϋ°ϋ + νΨ l11·1)
V

where

and

DUMMY_TRANilt () if —2 < Síp < +1 
otherwise

DUMMY J>OSTiit 1
0

if sijt > 2 
otherwise

where y;;t are the variables of interest (outputs, inputs, labour productivity, 
efficiency, quality, coverage and prices). The main coefficients in this model 
are the dummies D U M M Y _ T R A N j/( and D U M M Y_P O STjj t that are equal to 
one, if the firm i of country j were in a transitional or port-transitional year 
at time t. Given the fact that there are several variables not observable to
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the econometrician, fixed effects are included to capture the characteristics 
of the firm, such as management, initial conditions, size, density of the 
network, as well as other aspects, which we assume to be constant for each 
firm across time. Additionally, Sijt is a time trend with a value equal to zero 
for the privatization award year. Thus, the first dummy identifies the average 
change in the dependent variable during the transition with respect to the 
average level prior to those years. The second dummy identifies the average 
change of the dependent variable after the transition with respect to the first 
period. Therefore, ST and Sp capture the effect on the outcome of interest, 
during the transition and after that, given by the change in ownership.

A second version of equation (11.1) will also be estimated here with the 
introduction of a firm-specific time trend:

ln(yijt) = ST DUMMY _TRANijt + Sp DUMMY _POSTijt

+  ^  ^  Ojjtjj + Vjjt  (11-2)
'7 >/

Equation (11.2) will use the same dependent variables as well as the dum­
mies used in the static model. However, the fourth coefficient captures the 
time trend of the variable of interest. Several factors, for example the initial 
conditions, may affect this. Hence, it is important to control for the firm's 
specific value.

To identify the different characterization effects of the privatization process 
as well as the regulation, we test the variables with the two main dummies. 
More precisely:

ln(yijt) = STDUM_TRAN,jt*Xjjt + SpDUM_POSTi>t * Xijt + £  + vijt
V

(11.3)

ln(y,;() = STDUM_TRANijt*Xijt + SpDUM_POSTijt * Xijt

+  ^ 2  <t>iiDij +  ^ 2  fy/tii +  v</t (11-4)
</ V

Now ST, which was used as a scalar number in our previous specifications, 
becomes a vector with the coefficients for each characteristic of the vector 
Xijt that is of the form (1 ,x jt, . . . ,  x^t) with N as the total number of character­
istics evaluated. The first coefficient of the vector ST will became the average 
effect of change in ownership during the transitional period on a given indi­
cator for a firm without the characteristics evaluated in the other elements 
of the vector Χφ. Equivalently, the vector Sp contains the coefficients for the 
different characteristics of vector Χψ, but for the post-transitional years.

Since we are using a semi-logarithmic functional form of these models 
for each of the indicators, when interpreting the coefficient estimates of
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th e  dum m y, it sh ou ld  be rem em bered that th e  percentage im pact in  each  
indicator is g iven  by é  - 1 .

C orrecting for p oten tia l nonsp herica l errors requires a m ore adequate  
approach, such as the Generalized least square (GLS); however, this estima­
tion requires the knowledge of the unconditional variance matrix of νψ, Ω, 
up to scale. Hence, we must be able to write Ω = σ20, where C is a known 
G X G positive definite matrix. As this matrix is unknown, we will follow a 
Feasible GLS (FGLS) approach that replaces the unidentified matrix Ω with a 
consistent estimator.

4.3 Data
For our research we use an official dataset provided by public and private sec­
tors, as well as one built by the World Bank. First, by using the official data 
reported by the firms to their investors and statistical reports of the regulator 
agencies of each country, we build an unbalanced panel dataset of key indica­
tors on outputs, inputs, labour productivity, efficiency, quality, coverage, and 
prices. Furthermore, we requested information from each of the companies 
and international organizations including the International Telecommuni­
cation Union (ITU), the Latin American Organization of Energy (OLADE), as 
well as information provided by each regulatory office. We make a partic­
ular effort in reconstructing the company data with several public sources 
and with data from the firms provided by different governmental offices. 
We were also particularly cautious about the consistency and comparabil­
ity of the data across time and countries (see Andres, Guasch, Haven and 
Foster, 2008). Second, the novel dataset built by the World Bank describes 
the characteristics of nearly 1,000 infrastructure projects awarded in Latin 
American and Caribbean countries from 1989 to 2002, in the sectors of 
telecommunications, energy, transportation and water, (see Guasch, 2003).

The analysis focuses on several indicators of outcomes, inputs, labour pro­
ductivity, efficiency, quality, coverage and prices. Some of these variables are 
used by other authors with other samples, such as Ros (1999), who employs 
equivalent indicators for coverage, labour productivity, quality and prices for the 
telecommunications sector. Ramamurti (1996) uses analogous indicators in 
output, coverage, and labour productivity for the four Latin American telecom­
munications firms of his study. Saal and Parker (2001) use similar indicators 
for output, employment, quality, and prices for water and sewerage companies 
in England and Wales.

Table 11.7 shows the summary statistics of these variables in each sector.
The countries analysed include: Argentina, Bolivia, Brazil, Chile, Colombia, 

El Salvador, Guatemala, Guyana, Jamaica, Mexico, Nicaragua, Panama, 
Peru, Trinidad and Tobago, and Venezuela. The sample consists of unbal­
anced panel data that includes 181 firms and 1,885 firm-year observations. 
Each of the sample firms contain at least one year of pre-privatization data,
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Table 11.7 Summary statistics

Variable No. Mean Median SD Min Max

Electricity Distribution
Number of subscribers 98 497,776 225,230 681,698 2,700 3,884,579
Output [thousand of KWHs] 100 2,850 789.5 5,282 13.8 34,300
Number of employees 87 1,421 625 2,115 18 13,642
Subscribers per employee 84 558.81 506.67 244.20 210.45 1,523.27
Output per employee 84 2,343.48 2,116.46 1,298.60 663.86 7,323.09
Distributional losses [%] 90 15.3 13.6 6.6 2.0 33.9
Duration of interruptions 65 25.26 20.36 21.01 1.75 100.00

per subscriber
Frequency of interruptions 67 22.63 16.03 21.24 1.07 100.00

per subscriber
Subscribers per 100 HHs (%) 86 74.6 81.3 20.7 7.0 100.0
Av. price per KWH (US$) 92 88.70 85.34 35.43 7.47 323.61
Fixed Telecommunications
Number of subscribers 16 2,423,040 824,594 3,150,005 28,048 9,642,200
Output (million of minutes) 13 20,500 6,200 28,800 774 83,100
Number of employees 16 12,268 9,732 12,097 966 47,949
Subscribers per employee 16 209.30 109.27 241.96 33.81 736.65
Output per employee 13 1,627.35 844.29 1,790.44 257.10 6,419.45
% of digital lines 16 67.0 70.3 26.4 14.6 100.0
% of completed calls 12 67.0 64.8 20.4 20.0 98.8
Subscribers per 100 inhabitants 16 9.84 8.40 5.83 2.96 22.01
Price of 3-minute call [US$] 14 0.13 0.07 0.25 0.01 0.99
Monthly charge for a 15 6.16 6.01 4.52 0.36 19.97

resid. sv. [US$]
Price for the installation of a 15 343.75 309.51 339.35 1.20 1,102.26

line [US$]
Water and Sewerage
Total subscribers for water 48 147,119 78,864 223,803 1,894 1,282,074
Total subscribers for sewerage 43 107,286 42,991 173,795 435 799,994
Water production 47 91,400 28,900 2,110 145.6 13,700,000
Number of employees 42 528 258 997 9 6,346
Water subscribers 42 312.23 283.10 153.56 43.34 772.36

per employee
Water production 33 39.1 37.3 12.7 15.3 62.8

per employee (%)
Continuity (hours per day) 21 19.40 22.97 6.57 - 24.00
Potability (%) 29 88.5 98.9 26.1 0.0 100.0
Water subscribers per 100 HHs 44 74.83 88.29 34.30 0.01 100.00
Sewerage subscribers 34 64.61 71.99 27.83 0.30 97.70

per 100 HHs
Av. price for water [US$/m3] 27 0.48 0.44 0.16 0.17 0.84
Av. price for sewerage 12 0.40 0.39 0.22 0.07 0.97

[US$/m3]

Note: each observation is the average for the available information for 5 years before the change in 
ownership and 5 years after.
Source: authors' calculations
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while 150 of the 181 firms provide information for at least the previous three 
years.

We matched our previous dataset with the novel dataset built by the World 
Bank that describes the characteristics of nearly 1,000 infrastructure projects 
awarded in Latin American and Caribbean countries from 1989 to 2002, in 
the sectors of telecommunications, energy, transportation and water (see 
Guasch, 2004). This dataset contains information with respect to the pri­
vatization process: the number of bidders who participated, the contract 
process,5 the award critera,6 and the type of concession.7 With respect to 
the regulatory framework, we know how the legal framework would be 
set up,8 the regulation of tariffs,9 if there were a possibility of contractual 
renegotiation, and (if this were the case) who would initiate it.10

The data also contain additional contractual clauses, such as, if it con­
sidered a termination clause, about the arbitration process, claim solving 
institution, obligation to provide universal service, duration of the contract, 
contract renewal, government's guarantees, if the government granted sub­
sidies, frequency of tariff review, and how the exchange and commercial risk 
were borne. If the contract was renegotiated, we know when this was, the 
reason given for it, and the outcome.

Some characteristics of the regulators' regime include: an index of its 
autonomy, its budget source, the duration of the regulatory board mem­
ber mandate, as well as the year of the regulatory board’s inceptions. Among 
these variables we selected those with enough variation across firms to allow 
us to better identify the effect of the differences in each outcome. Hence, 
Table 11.7 indicates the variables that we were able to use in this analysis, 
while Table 11.8 shows the summary statistics of the characteristics across 
the sectors.

Table 11.8 Description of the characteristics used in the analysis

Variable Description

Regulatory Board
AUTON_YES Dummy with value 1 if the Regulatory Board was fully 

autonomous.
AUTON_PART Dummy with value 1 if the Regulatory Board was partially 

autonomous.
DURATION 

Tariff Regulation

Dummy with value 1 if the duration of the Regulatory Board 
was 5 or more years (CHECK)

TAR1FF_RR Dummy with value 1 if the tariffs were regulated according to 
the Rate of Return

TAR1FF_PC Dummy with value 1 if the tariffs were regulated according to 
Price Cap.
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Table 11.9 Summary statistics of the characteristics used in the analysis

Fixed
telecommunications

Electricity
distribution

Water and 
sanitation

Variable
No. of 
firms

Mean
(%)

No. of 
firms

Mean
(%)

No. of 
firms

Mean
(%)

Regulatory Board
AUTON_YES 11 36.4 84 39.3 33 0.0
AUTON_PART 11 9.1 84 38.1 33 27.3
DURATION 4 75.0 56 41.1 9 100.0
Tariff Regulation
TARIFF_RR 8 25.0 106 20.8 38 23.7
TARIFF_PC 8 62.5 106 91.5 38 89.5

4.4 Main results
Tables 11.10, 11.11 and 11.12 present the results. There are four different 
specifications for each indicator. As may be intuitive, there are some indi­
cators that follow the firm-specific time trend. This is the case for output, 
labour productivity, and coverage indicators; therefore, for these variables 
we include firm-specific time trends.

The results in this chapter suggest that most of these characteristics signif­
icantly affect the outcomes of each of the indicators; however, while some 
characteristics have a positive effect on certain indicators, the same charac­
teristics may have a negative outcome in other instances. If the target is the 
expansion of the network, the strategy will focus on certain characteristics; 
however, if the target is an efficiency increase, other sets of characteristics 
may be analysed. We also found that in these same cases, not all the sectors 
react evenly to an identical set of characteristics.

The remainder of this section describes the more robust results across the 
different specifications.

4.4.1 Number o f connections
Table 11.10 indicates that in those concessions with a partially autonomous 
regulatory board, we observe a reduction of between 3.1 per cent and 7.2 per 
cent below the firm-specific time trend. Later changes are not significantly 
different from the transition, nor are they unusual as compared to conces­
sions with total autonomy. The duration of the regulatory boards seems to 
have no significant effect on the number of connections.

The two main award criteria include the highest price as well as the best 
investment plan. Reductions between 1.1 per cent and 2.6 per cent are 
observed during the transition; this is below the firm-specific time trend
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when the concession were awarded to the highest bidder. Any following 
changes result in no significant difference during the transitional period.

In identifying the effects of tariff regulation on network expansion, we 
analyse the effects of the rate of return and price capping regulation on the 
number of connections. We found that those firms regulated by the rate 
of return method, resulted in a increased number of connections between
2.4 per cent and 6.1 per cent above the firm-specific time trends during the 
transition. We also observed additional increases after the transition. No sig­
nificant results were evidenced in the reduction of regulation levels through 
price cappings.

We split the sample by sector to identify particular effects that differ from 
those described above.11 We found that autonomy had positive effects on 
telecommunications.

4.4.2 Output
During the transition period, partial autonomy reduces the output flow of 
measures between 6.1 per cent and 8.6 per cent, which are below the firm- 
specific time trend. Any following changes are not significantly different from 
the transition. Total autonomy results in negative outcomes; however, the 
size of the effects are smaller than the partial autonomy coefficients. Further, 
during the transition, the duration of the Regulatory Board, firms regulated 
by board with longer duration resulted with a reduction between 10.2 per 
cent and 12.3 per cent, which is below the firm-specific time trend. When 
exploring the sectoral specifications, we observe that in the case of electricity, 
the total autonomy had higher decreases than partial autonomy; whereas, 
for water distribution, firms under price capping regulation experience level 
decrease.

4.4.3 Number of employees
We observe that during transitional periods partial autonomy of the regula­
tory board results in a reduction of employees between 10 per cent and 48 per 
cent below the pre-transition levels. Increases in the number of employees 
subsequent to that are not always significant. Total autonomy experiences 
greater falls than partial autonomy. These changes total between 27 per cent 
and 54 per cent, while later changes did not result in significantly different 
levels from transition levels.

Regulatory Boards show significant positive changes in transitional lev­
els, but as more controls are added, the coefficients become highly negative. 
Firms regulating tariffs by using a rate of return system, present higher reduc­
tions in the number of employees than those regulating under price cap 
tariffs. For periods under a price capping system, we observe some reductions 
during the transition period; however, after controlling for other factors, 
these changes were not significant.
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Table 11.10 Regression analysis -  output, number of employees and labour 
productivity

(In) connections (In) flow units

(1) (2) (3) (4) (S) (6) (7) (8)

dum_priv_tr 0.024** 0.014*·· 0.024 0.020* 0.180*** 0.078*** 0.216*** 0.099***
(0.011) (0.00S) (0.015) (0.012) (0.039) (0.017) (0.054) (0.036)

dum_priv_post 0.040*** 0.014*** 0.029 0.004 -0.060 0.019 -0.040 0.003
(0.015) (0.005) (0.018) (0.008) (0.053) (0.017) (0.061) (0.032)

tr_bid -0.070*** -0.060··· - - -0.012 -0.016 - -

pt_bid
(0.023)
0.006

(0.012)
-0.009

(0.038)
0.010

(0.026)
-0.010

tr_auton_part
(0.022)
-0.039

(0.007)
-0.031*** -0.072*** -0.035***

(0.037)
-0.076**

(0.022)
-0.070*** -0.086*** -0.061***

(0.027) (0.010) (0.020) (0.012) (0.038) (0.023) (0.032) (0.023)
pt_auton_part -0.013 -0.001 0.001 -0.005 -0.029 -0.001 -0.036 0.000

(0.022) (0.007) (0.013) (0.008) (0.033) (0.018) (0.029) (0.019)
tr_auton_yes 0.035 0.030** -0.010 0.009 -0.090** -0.004 -0.087 -0.054**

(0.024) (0.012) (0.015) (0.011) (0.040) (0.021) (0.055) (0.027)
pt_auton_yes -0.030 0.010 -0.010 0.005 0.013 -0.045·· -0.038 -0.046*

(0.026) (0.008) (0.019) (0.009) (0.056) (0.019) (0.062) (0.027)
tr_rb_dur -0.009 - -0.004 - -0.102··· - -0.123*· -

pt_rb_dur
(0.010)
-0.028"

(0.011)
-0.021

(0.035)
0.071

(0.049)
0.039

tr nation f
(0.014)
0.012 0.017**

(0.016)
-0.018* -0.010

(0.050)
-0.046* -0.045**

(0.058)
-0.029 -0.115***

(0.008) (0.007) (0.010) (0.008) (0.026) (0.019) (0.051) (0.033)
pt_nation_f -0.006 -0.007 0.003 -0.003 -0.041* -0.026 -0.054 -0.016

(0.008) (0.006) (0.011) (0.008) (0.025) (0.016) (0.037) (0.033)
tr nation b - - -0.016 -0.022** - - -0.015 -0.038

pt_nation_b
(0.011)
0.004

(0.010)
0.008

(0.043)
0.019

(0.033)
0.018

tr_award_prc _ (0.011)
-0.011

(0.008)
-0.026**

(0.038)
-0.034

(0.031)
0.044

pt_award_prc _ (0.017)
-0.010

(0.012)
-0.000

(0.056)
0.038

(0.032)
-0.010

tr_tar_rret 0.061*·· 0.055···
(0.013)
0.034·

(0.008)
0.024*· 0.045 0.036

(0.038)
0.028

(0.025)
0.028

(0.024) (0.014) (0.018) (0.011) (0.081) (0.026) (0.078) (0.032)
pt_tar_rret 0.014 0.020** 0.024 0.019* 0.027 0.018 0.018 0.006

(0.023) (0.010) (0.017) (0.010) (0.088) (0.022) (0.084) (0.026)
Constant 11.448*** 10.119*** 12.652*** 10.080*** 12.592*** 19.851*** 13.552*** 16.211***

(0.029) (0.014) (0.022) (0.013) (0.088) (0.039) (0.058) (0.026)
Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm specific Yes Yes Yes Yes Yes Yes Yes Yes

trend
Observations 450 715 428 693 430 639 408 617
Log-likelihood 1136.9 1675.0 1079.9 1606.5 644.5 997.9 586.8 948.2
Number of firms 45 74 43 72 44 68 42 66

Note: Standard errors in parentheses.
•significant at 10%; “ significant at 5%; ***significant at 1% 
Source: authors' calculations
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(In) number of employees On) connection per employee

(9) (10) (11) (12) (13) (14) (IS) (16)

0.394*** 0.067**
(0.105) (0.034)
-0.046 -0.178*
(0.090) (0.031)
-0.222*** -0.196*
(0.073) (0.056)
-0.182*** -0.095*
(0.067) (0.044)
-0.449*** -0.100*
(0.132) (0.050)
0.154* 0.085**
(0.085) (0.038)
-0.596*** -0.315*
(0.110) (0.055)
-0.041 -0.058
(0.094) (0.044)
-0.365*** -

(0.098)
-0.150*
(0.083)
0.005 -0.122*
(0.066) (0.053)
-0.004 0.047
(0.057) (0.041)

- -

-0.920*** -0.027
(0.131) (0.061)
0.309** -0.028
(0.122) (0.051)
7.040*** 6.618***
(0.257) (0.239)

Yes Yes
No No

357 586
127.2 156.4
37 63

0.450*** 0.162**
(0.113) (0.074)
-0.148 -0.070*
(0.097) (0.039)

-0.651*** -0.137*"
(0.119) (0.053)
0.034 0.063
(0.068) (0.039)
-0.769*** -0.532*"
(0.148) (0.083)
-0.104 0.097
(0.129) (0.073)
-0.295*** -

(0.106)
-0.143
(0.091)
-0.317*** -0.375*"
(0.108) (0.086)
-0.071 -0.061
(0.091) (0.055)
-0.151* -0.139*"
(0.082) (0.071)
0.040 -0.147*"
(0.071) (0.042)
-0.023 0.002
(0.121) (0.084)
-0.064 -0.294*"
(0.110) (0.072)
-0.923*** -0.051
(0.131) (0.066)
0.354*** -0.087*
(0.124) (0.046)
7.342*** 6.220***
(0.111) (0.130)

Yes Yes
No No

335 564
131.7 185.1
35 61

-0.243** -0.047
(0.101) (0.041)
-0.019 0.131***
(0.099) (0.040)
-0.081 -0.025
(0.080) (0.053)
0.117 -0.064
(0.080) (0.047)
0.066 0.194***
(0.225) (0.054)
-0.301*** -0.162*"
(0.111) (0.042)
0.345*** 0.082*
(0.109) (0.045)
-0.167 -0.050
(0.107) (0.040)
0.236** -
(0.093)
0.109
(0.091)
-0.011 0.036
(0.053) (0.044)
0.072 -0.026
(0.054) (0.037)

- -

- -

_ _

6.987*** 5.329***
(0.152) (0.100)

Yes Yes
Yes Yes

350 610
365.7 542.7
37 66

-0.194* 0.141**
(0.112) (0.066)
0.069 0.018
(0.112) (0.040)

-0.018 0.041
(0.219) (0.061)
-0.284** -0.072*
(0.111) (0.041)
0 471*** 0.202***
(0.151) (0.071)
-0.127 -0.320*"
(0.129) (0.065)
0.268*** -
(0.101)
0.155
(0.096)
0.038 -0.005
(0.116) (0.067)
0.017 -0.079*
(0.095) (0.046)
-0.111 -0.209*"
(0.083) (0.063)
-0.099 0.040
(0.079) (0.044)
-0.176 -0.176*"
(0.133) (0.075)
0.047 0.305***
(0.111) (0.060)

4.686*** 4.558***
(0.232) (0.083)

Yes Yes
Yes Yes

328 588
328.5 528.6
35 64
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Table 11.11 Regression analysis -  labour productivity, distributional losses, quality 
and coverage

(ln)flow units per employee {In)distributional losses

(17) (18) (19) (20) (21) (22) (23) (24)

dum_priv_tr -0.024 -0.000 0.009 0.054 -0.234*** -0.069** -0.218** -0.080
(0.133) (0.052) (0.143) (0.083) (0.055) (0.032) (0.087) (0.052)

dum_priv_post 0.056 0.157"* 0.159 -0.018 0.488*** -0.071" 0.488*** 0.080***
(0.118) (0.052) (0.132) (0.040) (0.088) (0.029) (0.090) (0.015)

tr_bid 0.007 -0.044 - - -0.016 -0.076 - -

(0.098) (0.064) (0.113) (0.050)
pt_bid 0.112 -0.140** - - -0.367*** -0.102** - -

(0.097) (0.058) (0.116) (0.040)
tr_auton_part -0.106 0.176*** -0.141 -0.027 0.015 0.059 -0.058 0.010

(0.198) (0.057) (0.191) (0.070) (0.108) (0.049) (0.054) (0.040)
pt_auton_part -0.500*** -0.197*** -0.542*** -0.162*** 0.295** -0.142*** 0.053 -0.106***

(0.123) (0.048) (0.135) (0.052) (0.115) (0.038) (0.060) (0.036)
tr_auton_yes 0.194 0.142"* 0.381" 0.433"* 0.256** 0.152*** 0.160*** 0.084*

(0.140) (0.049) (0.191) (0.095) (0.106) (0.042) (0.056) (0.044)
pt_auton_yes -0.253" 1 p o -0.145 -0.210*** -0.250* -0.042 -0.470*« -0.253«*

(0.124) (0.042) (0.151) (0.073) (0.135) (0.032) (0.104) (0.048)
tr_rb_dur 0.074 - 0.068 - 0.145*** - 0.110* -

(0.122) (0.133) (0.043) (0.057)
Pt rb dur 0.055 - 0.124 - -0.567*** - -0.483*** -

(0.106) (0.114) (0.082) (0.083)
tr nation f -0.155** -0.003 0.007 0.133 -0.063 0.018 -0.032 -0.007

(0.068) (0.049) (0.143) (0.095) (0.042) (0.032) (0.066) (0.047)
pt_nation_f -0.037 0.019 -0.065 0.025 0.049 -0.036 -0.127** -0.328***

(0.066) (0.041) (0.113) (0.053) (0.042) (0.031) (0.062) (0.028)
tr_nation_b - - -0.022 -0.074 - - -0.021 -0.043

(0.102) (0.078) (0.069) (0.048)
pt_nation_b - - -0.092 0.088* - - -0.165*** -0.234***

(0.098) (0.045) (0.062) (0.024)
tr_award_prc - - -0.185 -0.318*** - - 0.062 0.008

(0.163) (0.090) (0.087) (0.048)
pt_award_prc - - -0.073 0.088 - - -0.034 0.139***

(0.133) (0.070) (0.090) (0.044)
tr_tar_rret - - - - - - - -

pt_tar_rret - - - - - - - -

Constant 8.531*** 4.256*** 8.520*** 13.130*** -1.957*** -2.027*** -1.821*** -2.782***
(0.179) (0.104) (0.190) (0.126) (0.375) (0.400) (0.134) (0.200)

Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm specific Yes Yes Yes Yes No No No No

trend
Observations 335 552 313 530 353 604 331 582
Log-likelihood 297.1 464.3 267.4 447.5 241.5 331.2 232.9 358.6
Number of firms 36 62 34 60 39 68 37 66

Note: Standard errors in parentheses.
* significant at 10%; "  significant at 5%; *** significant at 1%.
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(In)quality index (In) coverage

(25) (26) (27) (28) (29) (30) (31) (32)

-1.078*** -0.018
(0.214) (0.019)
0.004 0.017
(0.041) (0.016)
0.040 0.231***
(0.123) (0.073)
0.664*** 0.206***
(0.114) (0.040)

—0.275*"
(0.110)

-0.704*** -0.155*"
(0.113) (0.053)
1.087*** -0.014
(0.246) (0.068)
-0.583*** -0.081*"
(0.113) (0.033)
1.060***
(0.213) -

0.013 -

(0.038)
-0.086 -0.265*"
(0.071) (0.067)
-0.030 -0.102*"
(0.041) (0.028)

-1.251*** -0.819*"
(0.214) (0.239)
Yes Yes
No No

219 346
200.6 204.0
26 43

0.266 -0.159**
(2,469.903) (0.065)
0.213** 0.069*
(0.089) (0.036)

-0.500 -0.197**
(2,469.903) (0.098)
-0.249** -0.077*
(0.114) (0.045)
0.063 -1.358***
(2,469.903) (0.228)
-0.150 0.007
(0.115) (0.095)
-0.469
(2,469.903) -
-0.000 -
(0.063)
-0.063 0.014
(0.068) (0.063)
-0.021 0.028
(0.042) (0.033)

0.258** 0.266***
(0.116) (0.054)
0.022 0.132***
(0.071) (0.033)
-0.293** 1.559***
(0.121) (0.234)
0.014 -0.034
(0.081) (0.092)
0.047 -0.918***
(2,469.903) (0.233)
Yes Yes
No No

219 346
114.5 208.4
26 43

0.037** 0.019
(0.016) (0.013)
0.031* 0.008
(0.018) (0.012)
-0.028 -0.031"
(0.018) (0.014)
0.010 0.002
(0.018) (0.012)
-0.017 -0.012
(0.016) (0.010)
0.008 0.000
(0.016) (0.009)
-0.027* -0.008
(0.014) (0.006)
-0.019 0.013**
(0.017)
-0.026**

(0.006)

(0.011) -
-0.028**
(0.013)

-

0.009 0.006
(0.009) (0.007)
-0.000 -0.002
(0.009) (0.006)

1.374*** -0.008
(0.036) (0.018)
Yes Yes
Yes Yes

444 688
1172.0 1695.0

50 77

0.015 0.033***
(0.020) (0.012)
0.029 0.001
(0.021) (0.008)

-0.022* -0.023*'
(0.013) (0.011)
0.010 -0.005
(0.013) (0.009)
-0.036*** -0.028*"
(0.008) (0.007)
-0.002 -0.003
(0.017)
-0.009

(0.008)

(0.011) -
-0.020
(0.015)

-

-0.034*** -0.035*"
(0.012) (0.008)
0.020* -0.004
(0.012) (0.008)
-0.022* -0.036*"
(0.012) (0.011)
0.011 0.008
(0.012) (0.009)
0.023 -0.001
(0.018) (0.011)
-0.018 0.017**
(0.017) (0.008)

4.140*** 1.385***
(0.032) (0.036)
Yes Yes
Yes Yes

422 666
1131.5 1634.2

48 75
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Table 11.12 Regression analysis -  prices US$

(In) average prices US$ (in) average prices in real cunency

(33) (34) (35) (36) (37) (38) (39) (40)

dum_priv_tr 0.213*** 0.140*** 0.389** 0.565*** 0.165*** 0.111*** 0.300*** 0.250***
(0.035) (0.021) (0.152) (0.098) (0.029) (0.019) (0.083) (0.048)

dum_priv_post -0.189*** 0.104*** -0.235*** -0.111* 0.198*** 0.130*** 0.259*** 0.169***
(0.032) (0.019) (0.056) (0.059) (0.025) (0.017) (0.036) (0.033)

tr_bid 1.086***
(0.046)

0.191***
(0.065)

— - 0.511***
(0.086)

0.144***
(0.055)

- -

pt_bid -0.340***
(0.038)

-0.060**
(0.029)

- - -0.210***
(0.038)

-0.120***
(0.026)

- -

tr_auton_part -0.601***
(0.066)

-0.738***
(0.079)

-0.224
(0.195)

-0.723***
(0.081)

-0.456***
(0.069)

2.009***
(0.129)

-0.338***
(0.063)

pt_auton_part 0.316*** -0.108*** 0.239*** -0.023 0.266*** -0.108*** 0.183** -0.223***
(0.072) (0.039) (0.070) (0.046) (0.083) (0.037) (0.079) (0.043)

tr_auton_yes -1.142*** -0.301*** -0.137 -0.153** -0.382*** -0.079 0.193*** -0.010
(0.049) (0.072) (0.090) (0.063) (0.081) (0.056) (0.053) (0.038)

pt_auton_yes 0.243*** -0.161*** -0.090** -0.253*** 0.133*** 0.098*** 0.019 0.063**
(0.036) (0.030) (0.041) (0.037) (0.043) (0.025) (0.031) (0.029)

tr_rb_dur -0.083**
(0.034)

“ 0.019
(0.105)

- -0.096***
(0.028)

- -0.182***
(0.066)

-

pt_rb_dur 0.306***
(0.029)

- 0.126***
(0.027)

_ -0.112***
(0.022)

- -0.175***
(0.023)

-

tr_nation_f -0.007 0.073** -0.112 -0.182* -0.108*** -0.059** -0.020 -0.189***
(0.035) (0.036) (0.117) (0.093) (0.026) (0.025) (0.052) (0.038)

pt_nation_f 0.227*** 0.024 0.156** 0.085 0.070*** 0.046** 0.070** 0.021
(0.030) (0.027) (0.064) (0.061) (0.025) (0.021) (0.031) (0.030)

tr_nation_b - — -0.255**
(0.109)

-0.403***
(0.096)

- -
pt_nation_b - - 0.176***

(0.058)
0.197***
(0.057)

_ - - -

tr_award_prc - -0.060
(0.198)

-0.184**
(0.078)

- - -0.052
(0.043)

-0.157***
(0.043)

pt_award_prc — 0.034
(0.047)

0.094**
(0.038)

“ - -0.010
(0.027)

-0.076***
(0.029)

tr_tar_rret ~ - - ~ -0.188*
(0.113)

0.061
(0.052)

pt_tar_rret — - — - - - -0.126***
(0.040)

-0.060*
(0.033)

Constant 3.839*** -1.227*** 4.435*** -1.183*** 4.193*** 6.614*** 4.593*** 6.715***
(0.027) (0.093) (0.095) (0.088) (0.033) (0.085) (0.056) (0.082)

Firm FE Yes Yes Yes Yes Yes Yes Yes Yes
Firm Specific 

trend
No No No No No No No No

Observations 372 550 350 528 370 548 348 526
Log-likelihood 316.7 281.2 288.7 280.6 381.3 400.5 373.5 388.7
Number of 

firms
44 65 42 63 44 65 42 63

Note: Standard errors in parentheses.
* significant at 10%; ** significant at 5%; *** significant at 1%.
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4.4.4 Labour productivity
Most differences in characteristics seem not to affect indicators related to 
labour productivity. Among those with similar differences is the auton­
omy of the board. Those firms with a regulator exercising partial autonomy 
reported mixed effects during the transitional phase. Total autonomy shows 
significant change during the transition which measured between 9 per 
cent and 60 per cent above the firm-specific time trend. After transition­
ing, partial autonomy presents significant reductions in labour productivity 
after the time trend correction. In addition, evidence of deceleration in the 
improvements of labour productivity is also present.

The duration of the regulatory board is another characteristic that seems 
to affect labour productivity. Longer-lasting board concessions resulted in 
significant improvements above the trend of between 27 per cent and 31 per 
cent in their connection-per-employee ratio during the transition; however, 
no significant changes are later observed with respect to the transition itself. 
These results are the consequence of the higher reduction in the number of 
employees for firms regulated by a regulatory board holding higher tenure.

Finally, when tariffs are regulated using a price-capping system, we find 
evidence of reduction of levels during the transition; however, when regu­
lated by rate of return system, we find a significant increase in productivity 
above the time trend.

4.4.5 Distributional losses
There is an absence of significant transitional effects on regulatory boards 
consisting of partial autonomy. The results are a bit mixed, but in general 
we noted a reduction in distributional losses. However, distributional when 
the board possesses total autonomy, we find significant increased losses dur­
ing the transitional period, ranging between 8 per cent and 22 per cent, 
followed by important reductions on losses. The total effects result in higher 
reductions than those cases with partial autonomy. These results suggest that 
there are increases in losses during the transition, when the regulatory board 
had longer duration, which were then followed by important reductions of 
around 27 per cent with respect to the level before the transition.

We further explore the differential effects across sectors and find that elec­
trical companies with fares regulated by a rate of return reduced their losses 
by 4 per cent during the transition and by an additional 33 per cent after that.

4.4.6 Quality
We also observe how different characteristics affected changes in quality. 
Total autonomy yielded mixed results, increasing quality during the transi­
tion and after that, whereas partial autonomy has negative effects on quality 
during the transition period of between 15 per cent and 24 per cent. An 
additional reduction in these indicators is observed after the transition.
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Some evidence of quality improvement was present when the board had 
longer duration; however, the results are mixed. When tariffs are regulated 
by a rate of return, firms significantly improved on quality during the transi­
tion; however, under a price capping system there were reductions in quality 
during the transition and no significant change thereafter.

4.4.7 Coverage
With respect to the autonomy of the regulatory board, we noted that partial 
autonomy yielded a reduction of 2 per cent below the firm-specific time trend 
present during the transition. However, other changes were not significantly 
different in the transition period or concessions with total autonomy.

Regulatory boards of longer duration seem to have negative effects on 
increased coverage after controlling for trends.

4.4.8 Average prices
Table 11.11 indicates that concessions regulated by a board with partial 
autonomy, in general, show higher reductions on average prices than firms 
regulated with a total autonomous agency. Agencies with longer board dura­
tion seem to have higher reductions in average prices during the transition, 
although after this period, prices in dollars increase significantly while those 
in real terms decreased. Finally, we establish that when tariff regulations are 
adjusted by rate of return mechanisms, average prices show some reductions.

4.5 Conclusions and policy recommendations
From after this short overview of infrastructure reform in Latin America 
during the 1990s, two main results emerge. First, privatization generated 
important improvements, but beyond the transition period these benefits 
were not always transferred to consumers. Second, significant heterogeneity 
within and between sectors may be explained by the intrinsic characteristics 
of the reform process, the privatization mechanism, the level of regulatory 
development and the concession design.

(i) Generally autonomous regulatory bodies seem to be correlated with 
a higher reduction in the number of employees, while older (longer 
duration) institutions produce lower price increases;

(ii) When pricing is regulated according to the rate of return, companies have 
higher network expansion than in the case of price-capping regulation. 
Consistently, those firms under price-cap have higher reductions of their 
labour force, but lower increases in labour productivity. Additionally, the 
latter firms present less improvement in both distributional losses and 
quality, while also showing higher price increases than those under the 
rate-of-return regulation.
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These results suggest one main policy implication: change in ownerships 
has significant effects in term of improving efficiency and quality. However, 
regulatory quality is an important determinants in these outcomes.

Additionally, for the existing private utilities, there is a need to com­
plete the reforms, particularly the so-called 'second generation regulatory 
reforms'. Without these reforms -  that include the completion of the regula­
tory framework, avoiding excessive contract renegotiations, and increasing 
competition when feasible -  post-privatization improvements are limited 
and probably unsustainable, whereas private financing will be difficult to 
attract. Obviously, the importance of competition, regulation, and contract 
design is closely related to technological characteristics within an industry. 
For example, the reduction in the telecommunications costs and substitution 
by means other than fixed telephony, which increases the role of competi­
tion, with regulation is a tool to avoid abuse of dominance and is relatively 
less relevant for contract design. In water and sanitation, remaining natural 
monopolies make the move towards market competition a more difficult task. 
This implies relying to a higher degree on well-designed concession contracts 
with regulation as a tool to guarantee the appropriate contract management. 
In either case, regulation is a key instrument, especially if one needs to reduce 
regulatory risks and attract private investments to support the Latin American 
needs in infrastructure.

5 Final remarks

Having tested the impact of the regulation of private infrastructure opera­
tors on sector performance, from three separate angles, we have reached the 
following conclusions:

• Quality of regulation is a significant determinant of the divergence 
between the overall profitability of the concession and its corresponding 
hurdle rate, explaining around 20 per cent of the variation. However, regu­
latory effort seems to be more closely associated with keeping tariffs as low 
as possible for current consumers, rather than with keeping profitability 
well aligned with hurdle rates of return.

• Price capping led a significant increase of the probability of renegotiation
• Existence of a regulator at the signing of contract reduces renegotiations:

-  The regulators filter and dissuade opportunistic private operator-led 
renegotiation;

-  In the case of government-led renegotiation, the regulator acts as barrier 
against political opportunism; and

-  The impact of the regulator is stronger in weak governance 
environments.
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• Differences in private sector participation in infrastructure outcomes are 
explained to some extent by differences in the design and quality of the 
regulatory design.

• Finally, regulation is crucial.

Notes
1. In Brazil, for example, disatisfaction with privatization increased from 40 to 60 

per cent of the population during 1998-2004 while in smaller countries, such as 
Guatemala and Panama, this index reached more than 80 per cent of the pop­
ulation. Even in Chile, commonly seen as the champion of structural reform, 
dissatisfaction is predominant (see Latinobarómetro surveys for 1998 and 2004). 
Indeed, public authorities and multilateral institutions, such as the IMF and 
the World Bank, once sponsors of privatization, are now discussing ways of 
increasing public investment in infrastructure without jeopardizing sound fiscal 
management. The policy-making pendulum is, then, back to public investment 
as either if infrastructure reforms and privatization had never been implemented 
or, even worse, as if reforms were fully completed, all lessons had been taken, and 
adjustments had been made.

2. Guasch (2004) shows that the incidence of renegotiation is about 42 per cent 
of all concessions and about 55 per cent and 75 per cent for concessions in the 
transport and water sectors. The incidence is even higher for concessions reg­
ulated under a price-cap regime. Even more striking is how fast renegotiations 
take place. The time interval between the granting of concessions and renego­
tiation is about 2.1 years, while for water concessions it is even quicker, about 
1.6 years.

3. Simple differential 1 excludes terminal value; simple differential 2 includes ter­
minal value; simple differential 3 includes terminal value and adjustment for 
management fee; simple differential 4 includes terminal value and adjustments 
for management fee and transfer pricing.

4. One weakness of regulatory commissions, perhaps captured here in these esti­
mates, is the higher political intervention, since often each relevant political 
party gets to designate its own commissioner.

5. Bid, direct adjudication, invitation, petition or request.
6. Highest cannon, highest price, tariff, lowest government subsidy, investment 

plan, shorter duration of the concession or multiple criteria.
7. Operation, BOT, BOO, privatization, etc.
8. Law, decree, contract or license.
9. Revenue capping, price capping, rate of return or no regulation.

10. The government, the concessionaire, both or nobody.
11. These tables are available upon request.
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Institutional Evolution and 
Energy Reform in the UK
Richard Green*

1 Introduction
Over the last twenty-five years, the UK's energy utilities of electricity and gas 
have been completely transformed. Publicly-owned monopolies have been 
replaced by competing private companies. In gas, the formerly integrated 
vertical stages have been separated, and the nature of vertical integration in 
the electricity industry has also changed. New regulators are responsible for 
overseeing key parts of the industry, and new markets have been created.

The transformation was not planned as such from the start. The first 
attempt to create competition did not include any institutions to support 
competition, and was an utter failure. The first privatization, of the gas indus­
try, was accompanied by the creation of a new regulator, but this regulator 
was not given enough powers to ensure the development of competition. 
It was a decade later that the gas incumbent decided to split itself on verti­
cal lines. The structure chosen for the electricity privatizations in England 
and Wales took the lessons from the gas industry into account, with vertical 
separation, a regulator with more powers, and a centralized wholesale mar­
ket operating from the start. Even in this case, however, the way in which 
the regulator used its powers evolved over time, and the government even­
tually decided to replace the original wholesale market with a completely 
new design.

These institutional features -  vertical structures, regulators, and wholesale 
markets -  are the subject of this chapter. 'Institutional design' is the phrase 
most often used to describe the way in which governments or other agencies 
have attempted to transform the way in which an industry operates. In this 
case, however, the industries have moved so far from the institutions cre­
ated at privatization that the phrase places too much weight on the initial 
changes, compared to what came later. 'Institutional re-design' would focus

* Support from the Leverhulme Trust, through the award of a Philip Leverhulme Prize, is 
gratefully acknowledged. I would like to thank Claude Ménard for helpful comments.

235



236 Institutions and Energy Reform in the UK

attention on the subsequent changes. Many of those changes were gradual, 
however, and made by regulators or companies without direct stimulus from 
the government. 'Institutional evolution' is a phrase that tries to capture this, 
without losing the ideas of design and re-design.

The chapter will use three case studies to draw out some general themes. 
The issue of an industry's vertical structure is discussed with reference to 
the gas industry, which moved from an integrated monopoly to a structure 
which now has less vertical integration than the electricity industry. The 
evolution of regulation is discussed with reference to the electricity industry 
and ways in which price controls on network charges are set. Wholesale 
markets and their rules are also discussed in the context of the electricity 
industry. Before moving on to these case studies, however, the chapter starts 
with some background on the industries' characteristics, structures under 
public ownership, and privatizations. There is only space for a brief overview 
here, and there is more information in Vickers and Yarrow (1988), Armstrong, 
Cowan and Vickers (1994) and Newbery (1999).

2 Background
Both electricity and gas are network utilities -  for practical purposes, they 
have to be delivered to consumers through a network of wires or pipes. 
These networks are natural monopolies -  it would be prohibitively expen­
sive to build two separate networks to supply the same group of consumers. 
Furthermore, it is essential to coordinate the flows over those networks to 
ensure that they continue to operate within safe limits. In the gas industry, 
the ability to change the pressure within the pipeline system allows a lot of 
leeway on an hour-to-hour timescale, but inflows and outflows must match 
from day to day if supplies are not to be interrupted. If supplies are disrupted, 
the task of restarting them must be undertaken very carefully -  explosions 
can be the result of allowing air into the system. Compared to gas, electricity 
is perhaps safer, and certainly harder to control. A power failure (as opposed 
to the failure of devices that rely on electricity) will not directly cause casual­
ties, although the power surges that often cause the failure can be dangerous. 
The problem with electricity, however, is that flows have to be managed from 
second to second, but cannot be directly controlled. Electricity follows Kirch- 
hoff's laws to flow over a network in inverse proportion to the resistance (or 
rather impedance) on each route, and the flows will immediately redistribute 
themselves if the failure of one component changes the routes available. The 
timescales are too short for human intervention, and so every important 
piece of equipment has circuit-breakers to protect itself automatically in the 
event of a power surge, while system operators must ensure that the network 
is always in a state that would allow its continued safe operation, even if any 
one component were suddenly to fail.
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For many years, it was accepted that the need to coordinate flows over 
the networks, coupled with the natural monopoly nature of those networks, 
meant that the entire industries were natural monopolies -  it would not be 
possible to have competing companies within any one area. This did not 
necessarily mean that there was only one company in the industry -  larger 
companies responsible for transmission at high voltages or high pressures 
sometimes sold to smaller distribution companies which dealt with final 
consumers. Gas companies rarely produced all of their gas themselves, even 
where they were close to gas fields, but bought from gas producers. Electricity 
companies were more likely to combine both generation and transmission, 
but could also buy power from neighbouring companies or from industrial 
self-generators with a surplus. Final consumers, however, did not have a 
choice of where to buy their energy, and there was indeed no word for 
the activity of selling energy to consumers, as distinct from distributing it 
to them. It was only during the debates over deregulation that the phrases 
'energy supply' (in the UK) or 'retail wheeling' (and later just 'retailing') (in 
the US) came into use.

In the UK, the gas and electricity industries had been in nationalized public 
ownership since 1948 and 1947 respectively. By 1980, the Central Electricity 
Generating Board (CEGB) was responsible for generation and transmission 
in England and Wales, selling power under a bulk supply tariff to 12 Area 
Electricity Boards, which sold it on to final consumers. In Scotland, there 
were two vertically integrated Electricity Boards, for the north and south 
of the country. In Northern Ireland, the industry was once again vertically 
integrated. Most of the country’s power came from coal, with about one- 
fifth from nuclear power stations. Nuclear power had proved a high-cost 
technology under British conditions (and station designs), while the industry 
bought almost all of its coal from the nationalized coal industry, again at well 
above the price of coal on the (then rather thin) international markets. The 
British Gas Corporation was an integrated body buying gas from producers 
in the North Sea1 (and producing some gas itself), and then transmitting and 
distributing it to end users. Before the discovery of North Sea gas, the industry 
was essentially federal, with 12 Area Gas Boards producing and distributing 
coal gas. The Corporation had been formed in 1972, taking over the Area 
Gas Boards in order to build a national transmission system and convert the 
country to natural gas, an engineering task which was regarded as a great 
success.

During the 1960s and 1970s, an increasingly explicit system for control­
ling the nationalized industries was developed. The industries were public 
corporations run by boards appointed to, but only indirectly accountable to, 
ministers. They were exhorted to use marginal cost pricing and to earn a tar­
get rate of return on their assets, requirements that can be consistent if the 
target return is suitably chosen. In the early 1970s, however, these princi­
ples were subordinated to the need to fight inflation, and the industries were
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required to keep prices down, despite the effect on their returns. This policy 
was reversed a few years later, and external financing limits on the amount 
that the industries could borrow (or had to return to the Treasury) became 
the chief factor in their control. The external financing limits were supple­
mented by new rate of return targets after 1978, but the focus of government 
attention on the nationalized industries was soon to turn from controlling 
the existing monopolies, to reforming their structures.

The first stage in the UK's energy reforms came with the Energy Act 1981, 
intended to expose the industries to competitive forces. The Area Electric­
ity Boards were required to buy power from independent generators, at the 
Boards' avoided cost, which was effectively the price given by the CEGB's 
bulk supply tariff. The following year, the CEGB changed the bulk supply 
tariff, introducing a fixed component for each Area Board, and reducing the 
unit charges for electricity supplied to the Boards. This immediately reduced 
the Boards' avoided cost by around 10 per cent, cutting the prices that they 
could offer to independent generators, without affecting the overall revenue 
received by the CEGB. The first attempt to create competition without appro­
priate supporting institutions (such as constraints on the CEGB's behaviour) 
was thus a failure.

3 Privatization
The word 'privatization' does not appear in the 1979 Conservative election 
manifesto, although there were plans to sell shares in some of the companies 
owned by the state. These gathered momentum in the early 1980s, while 
the problem of British Telecommunications (BT) rose up the government's 
agenda. BT needed to invest heavily in upgrading its network, but the thrust 
of macroeconomic policy was to keep state spending low. Under the govern­
ment's accounting conventions, BT's investment would count as government 
spending, and it proved impossible to change this unless BT was sold to the 
private sector. Selling BT would of course also fit in with the government's 
general desire to shrink the size of the state and encourage private enterprise 
and ownership.

The government accordingly started the legal process of changing BT from 
a public corporation to a limited company that could be owned by institu­
tions and individuals. Most of the previously privatized companies had been 
sold mainly to institutions, but BT was believed to be too large for the insti­
tutions to absorb, and so it was decided to market the company to individual 
investors as well. This was a delicate task, since financial services laws meant 
that only authorized advisers could suggest that it would be a good idea to 
buy shares in a particular company, and the government's advertising cam­
paign concentrated on explaining what shares were, and telling people that 
BT shares would soon be on sale. In the event, the campaign was very suc­
cessful, the share issue was heavily over-subscribed, and the shares rose by
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86 per cent on their first day of trading in December 1984, a pattern that was 
to be repeated in many subsequent privatizations.

Those financial gains made privatization popular with many people, and 
so the government continued down the path it had set, privatizing almost all 
of the nationalized industries over the next 12 years. Privatization was not 
universally popular, however, and the main opposition, the Labour Party, 
had a policy of renationalization without compensation in the mid-1980s. 
This had an important impact on the regulatory structures set up to constrain 
BT's behaviour (Levy and Spiller, 1996).

BT's right to operate, and the terms on which it could do so, were enshrined 
in a licence, a contract that the courts would be expected to uphold. In 
general, contracts can only be changed by mutual agreement, but it was 
recognized that a company and its regulator might well be unable to agree. An 
arbitrator was therefore needed, and the Telecommunications Act 1984 gave 
this duty to the Monopolies and Mergers Commission (MMC). The MMC, 
now the Competition Commission, had been in existence since 1948, with 
a large number of part-time members, and a full-time chairman and staff. 
When a merger, or a possible case of market abuse, was referred to it, a group 
of MMC members would investigate and rule on whether the matter might 
be expected to operate against the public interest. The public interest was 
a broad concept, including matters such as employment and the UK's trade 
balance as well as prices to consumers, but one that was generally accepted. 
The MMC had a good reputation for competences and impartiality, making 
it suitable to act in the potentially controversial role of arbitrator.

While the MMC would be the arbitrator, the government decided that a 
new institution would be needed to act as BT's regulator. This institution was 
also modelled on part of the UK's competition policy apparatus, the Office 
of Fair Trading (OFT). The OFT was responsible for the first-stage investiga­
tion of mergers and monopolies, among other duties, and was staffed by 
civil servants, with a single head, the Director General of Fair Trading. Deci­
sions to recommend a merger for investigation by the MMC,2 for example, 
were the legal responsibility of the DGFT alone, although he was advised by 
his staff.

The Telecommunications Act therefore created the post of Director General 
of Telecommunications, and the Office of Telecommunications to support 
him. The first Director General, Sir Bryan Carsberg, an academic accountant, 
was advised that it would be a part-time job, although it rapidly became 
apparent that it required his full-time attention. The regulator had powers 
over several areas of BT's activity, including the terms on which it had to offer 
connections to its network to its single rival, Mercury. Mercury had been 
licensed as a competitor to BT in 1982, and was developing a network, but 
could only effectively compete if it had fair access to the larger company's 
network. BT's licence allowed Mercury to ask the regulator to intervene if 
the companies failed to agree terms, but the wording was perhaps too vague.
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When the negotiations between the companies did break down, the regulator 
had to resort to court action to enforce his power to impose terms on BT.

The regulator's most significant power, however, was to be over the level 
of BT's prices. Before the privatization, the civil servants involved had been 
unable to agree on the way in which prices should be controlled, fearing that 
adopting rate-of-return regulation, as practised in the US, would give BT few 
incentives for efficiency. Professor Stephen Littlechild was asked to decide 
between two alternative schemes, and came up with a third (Littlechild, 
1983). In his view, regulation would be a temporary feature of the mar­
ket, until competition became effective, and so should focus on the matter 
of most concern to consumers, the prices that they had to pay. He recom­
mended that the average price of a basket of services should be indexed to the 
retail price index (RPI), but required to fall by a specified amount each year, 
reflecting the scope for technical progress. With no figure in mind, he used 
the algebraic X for this reduction, and his formula became known as 'RPI -  
X'. The key to preserving the company's incentives to keep costs down was 
that this formula removes the link between its costs and its prices, while the 
RPI term compensates the company for general inflation. Professor Littlechild 
warned that the scheme would lose much of its attractiveness if it proved nec­
essary to reset the control at some future date, as this would inevitably have 
to restore the link between prices and costs. BT's licence was written so that 
the price control would lapse in 1989, five years after privatization, unless 
the regulator and company agreed an extension, or the MMC concluded that 
not extending the control would be against the public interest.

This regulatory structure was repeated for the other utility privatizations, 
but with variations. Some of these may have been because BT's privatization 
was led by the Department of Trade and Industry, the sale of the water indus­
try by the Department of the Environment, and the energy privatizations 
by the Department of Energy, each using its own team of draftsmen. Some 
were due to different circumstances -  the water regulator had (and has) a 
much weaker duty towards promoting competition than the other regulators, 
reflecting the limited scope for competition in that industry. The passage of 
time was also important -  later acts gave the regulators more power to demand 
information, after the initial regulators found the companies uncooperative. 
Other differences have no simple explanation -  there was an independent 
Gas Consumers' Council, responsible for representing consumers and deal­
ing with complaints, while electricity consumers were represented through 
fourteen regional committees appointed by the regulator and staffed by his 
office.

The industrial structures chosen for the two energy privatizations were very 
different, however. The decision to privatize British Gas (BG) was taken soon 
after the BT sale, and the timetable for the sale was relatively short, with the 
sale achieved in December 1986. The company was to be privatized intact, 
reflecting this timetable and the company's political influence. The Gas Act
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1986 allowed competition to supply gas to any customer with an annual 
demand of more than 25,000 therms, and required BG to offer terms to any 
that wished to use its network to supply those 'contract' consumers, and 
to publish information on the tariffs that it would charge for this. Prices to 
small consumers were regulated by the Director General of Gas Supply, based 
at Ofgas, but he had no power to intervene in the market for large consumers, 
presumably because it was expected to be competitive.

By the time that the electricity privatization was planned, British Gas had 
already been referred to the MMC for its behaviour in the contract market, 
and it was (even more) obvious that competition would not be established 
without supporting institutions. The CEGB was divided into three generation 
companies and a transmission company. This National Grid Company (NGC) 
was not allowed to generate or trade power, except from the pumped storage 
stations that contributed to system operations. While it was ultimately owned 
by the 12 Area Electricity Boards, renamed Regional Electricity Companies 
(RECs), a holding company structure insulated it from pressure from these 
owners. The transmission system operator had so much scope to discriminate 
between different users of the grid that it was vitally important to ensure that 
it had no incentive to do so.

Competition was to be allowed in both generation and supply. The cre­
ation of three generation companies was intended to produce competition, 
although a larger number would have been more effective from this point of 
view. Generation was immediately opened to new entry, while supply was 
opened in three stages between 1990 and 1998. The tariffs for using the trans­
mission and distribution systems were regulated by the Director General of 
Electricity Supply and his staff at Offer. This regulation controlled their aver­
age level, while their structure also had to be agreed with the regulator. The 
RECs were required to keep separate accounts for distribution and supply, 
and to use their own published distribution tariffs when setting prices to 
final customers, with a ban on cross-subsidy or discrimination.

There were strict limits on vertical integration by both the RECs (mov­
ing into generation) and the major generators (selling to large customers). 
This meant that most customers would have to be supplied via wholesale 
trading. A new wholesale market, the Electricity Pool of England and Wales, 
was created. The Pooling and Settlement Agreement set out the market rules 
(with most of the functions performed by various subsidiaries of NGC) and 
the procedure for changing those rules. To ensure that minority interests 
could be protected, changes were made difficult, with a need for super- 
majorities and the right of appeal to the regulator. Financial Contracts for 
Differences were superimposed on Pool trading to hedge the impact of vari­
able spot prices on companies' costs and revenues, and other contracts passed 
the cost of expensive British coal to captive small consumers. The complex 
new structure took effect at midnight on 31 March 1990, the industry's 
Vesting Day.
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4 The structure of the gas industry
As already mentioned, British Gas was privatized in 1986 with minimal 
changes to its structure. It had a monopoly to supply gas to small consumers, 
and an effective monopoly in supplying gas to larger consumers, even though 
this contract market had notionally been opened to competition. The com­
pany had signed individual, confidential, contracts with its larger customers, 
and tailored their terms to the customers' circumstances. Customers that had 
installed equipment to burn an alternative fuel obtained the lowest prices. 
Customers that were believed (by BG) to be able to install such equipment 
relatively easily had to pay more, but less than customers with no possibility 
of using an alternative fuel. This approach to pricing came close to the text­
book model of first-degree price discrimination -  BG was effectively trying to 
charge every customer its reservation price. This would be an efficient way of 
recovering a fixed revenue requirement with the minimum distortions, but 
BG was using the approach to maximize its profits, which is less desirable.

Competition was meant to protect these customers, but competitors would 
have to use BG’s system. BG had published two examples of what it would 
charge rival suppliers, but as these differed along three important dimensions 
(distance, pressure, and volume) it was impossible to infer anything about 
a more general policy. A competitive supplier would have to reveal which 
customer it was attempting to target, and while BG's pipeline operation was 
calculating a price for using the network, its supply division would have an 
opportunity to renegotiate the customer's contract. Entry on those terms 
would be all but impossible, and no rival company tried. In 1987, less than 
a year after privatization, BG was referred to the MMC. The reference was 
made by the Director General of Fair Trading, because the gas regulator had 
no jurisdiction over the contract market.

When the MMC reported (MMC, 1988), it was clear that significant 
changes would be needed to create effective competition. BG was required to 
publish both a schedule of charges for using its network, and a schedule of 
prices for supplying gas to end users. The company had to give up its confi­
dential contracts, although the MMC suggested that prices could vary with 
the amount of gas that a user took. BG was also required to buy no more than 
90 per cent of the gas from new fields in the North Sea -  potential suppliers 
had been concerned that they would be unable to obtain gas from producers 
that would not want to annoy the company that would inevitably remain 
their biggest customer in the UK for the foreseeable future. A rule forcing BG 
not to buy all of the gas available ensured that some would be left for new 
competitors.

In the event, other suppliers bought more than 10 per cent of the gas from 
new fields, but almost all of this was sold to the new market segment of power 
stations, and competition to sell to industrial consumers remained limited. 
A review by the Office of Fair Trading led to negotiated undertakings between
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BG and the OFT, with BG promising to supply no more than 40 per cent of 
the industrial market by 1995, releasing gas supplies to its competitors as 
necessary, and to set up a separate unit for transportation and storage, with 
regulated charges for third-party access. Negotiations over the form of this 
regulation broke down, however, and BG was referred to the MMC by both 
the Director General of Fair Trading and the Director General of Gas Supply 
in July 1992.3

The MMC (1993a, 1993b) was dear that competition in the market was 
not working properly, and that one reason for this was BG's control of trans­
portation and storage. The MMC considered that an integrated BG would 
inevitably be at an advantage over its rivals, and recommended that the 
company should be forced to divest these activities by 1997. It also rec­
ommended that the threshold for supply competition should be reduced 
to 1,500 therms from the same date (it had been reduced to 2,500 therms 
in 1992). The move to full competition for every consumer, however, 
should only take place after 'a most careful assessment of the consequences' 
(MMC, 1993b, 1.9).

The report was met by a furious lobbying campaign by BG, as the govern­
ment decided how to respond to it. The government effectively reversed the 
MMC's two main recommendations -  competition for all consumers would 
be introduced by 1998 (with trials in parts of the country from 1996), and 
BG would not be broken up. There were concerns that the structural change 
would disrupt preparations for competition, and this was given a higher pri­
ority. Since the deadline for full competition in electricity had been set for 
1998 (although this was in fact to be missed), it seemed appropriate to give 
the gas industry the same deadline.

In 1997, however, BG did in fact separate itself into two parts. BG pic kept 
transportation, exploration, and most of the company's production, while 
Centrica pic was given the supply business and the remaining gas fields. It is 
likely that this decision was due to a problem with 'stranded costs'. BG had 
bought large amounts of gas on long-term take-or-pay contracts with prices 
that were now well above the price of gas on the short-term wholesale mar­
kets. The question was who would absorb this difference. Under regulation, it 
would probably have been the consumers, but competition might make this 
impossible, as competitors' offers would be linked to the short-term prices. 
(In practice, BG was able to keep its prices above those of its competitors while 
only gradually losing market share, so that its remaining customers did bear 
part of the loss.) Another possibility was renegotiating the contracts, so that 
the gas producers and BG shared the loss. This would not be attractive for the 
producers, however, particularly if BG had other profit streams that might 
be set against its losses on the contracts. The supply business's financial posi­
tion would be weakened if it was split off from the rest of BG, but this would 
strengthen its negotiating position against the gas producers. From the point 
of view of the overall group, splitting off the supply business would reduce



244 Institutions and Energy Reform in the UK

the amount of stranded costs that it had to bear (Helm and Jenkinson, 1997; 
Waddams Price, 1997).

Ironically, the group would probably have been in a better position had 
it agreed to be broken up in 1993 -  by the time the decision was taken, the 
problem with the contracts was becoming apparent. Since it was not legally 
possible for Centrica to be too weak when it was created, the company was 
given some of BG's production assets. Had a stand-alone supply business 
been created in 1993, with no production, it would have been able to drive a 
harder bargain when renegotiating its contracts. Other gas producers would 
probably have had to absorb some of the stranded costs that were in fact met 
by transferring production assets from BG to Centrica, reducing BG's profits.

Since 1997, Centrica has diversified into electricity supply and then into 
generation. Moving into electricity supply was an obvious move, and Cen­
trica's existing customer base has made it the most effective competitor in 
the market -  it is now the largest supplier (for domestic consumers) in the 
country. Similarly, the former electricity incumbents are competing in the 
gas market, and each is the second-largest gas supplier in its area. Selling gas 
and electricity together can reduce transactions costs, and most consumers 
who change supplier buy gas and electricity from the same company.

In 2000, BG divested its transportation business to a separate company, 
Lattice, which then merged with NGC in 2002. Since interruptions on the 
gas network can have significant impacts on the electricity industry, there are 
great advantages in having a single company responsible for both transmis­
sion systems. Gas storage has been split off from transmission, however, as 
the regulator has been keen to develop competition in this part of the indus­
try. Most recently, in 2005, some of the regional gas distribution networks 
have been split off and sold to other companies.4 This should improve the 
regulation of all the regional gas networks, since the regulator will now have 
several independent operators to compare when assessing companies' claims 
about their revenue needs. The gas industry has thus moved from a single 
monopoly to one in which there is competition -  actual or comparative -  in 
almost all of its activities.

5 Price controls in the electricity industry
While the Littlechild Report had warned that the RPI -  X system would lose 
much of its attractiveness if it proved necessary to re-set the price control, 
in 1992 Professor Littlechild found himself resetting the price control for 
the National Grid Company's transmission revenues, as Director General of 
Electricity Supply. The company had been privatized with a control of RPI -  
0, and in a five-page statement, the regulator affirmed his confidence in the 
method, confirmed that he had taken all of his legal duties into account, 
and proposed a new control of RPI -  3. This control was accepted by the 
company. In 1993, the price controls for retail supply were reset, but since
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these consisted mainly of cost pass-through elements, the financial stakes 
were low and they attracted little public attention.

This was not to be the case with the third set of price controls to be 
reviewed, covering the Regional Electricity Companies' distribution rev­
enues. These covered £3.8 billion a year in revenue, or around 25 per cent 
of the average customer's electricity bill. The companies had proved to be 
extremely profitable since their privatization, even though the rest of the 
economy was in a recession, and Parliamentary Select Committees had twice 
called for the regulator to tighten the price controls before they were due 
to expire. The regulator resisted these calls on the basis that to react to high 
profits during the life of a control would significantly weaken the companies' 
incentive to cut costs in future. In October 1993, the regulator published a 
consultation paper giving some information on the companies' operating 
costs and characteristics, and asking opinions on some of the issues to be 
considered in the review. The regulator did not intend to publish any more 
information until he revealed his proposals the following summer, but a leak 
occurred in May 1994. This leak, generally blamed on one of the companies, 
suggested that he was considering price cuts of around 25 per cent at the start 
of the new price controls.

When the proposals were published, in August 1994, the initial cuts were 
for 'only' between 11 per cent and 17 per cent, much less than commentators 
had been expecting, and the regulator was criticized for his leniency. One 
month later, he published price controls for the two Scottish companies, with 
much smaller price cuts. These companies' initial price controls, set by the 
Scottish Office, had been less generous than those set by the Department of 
Energy for the English companies, leaving less slack for reductions when the 
controls were reset. There was still a perception that the regulator had been 
tougher on the Scottish companies, however, and one of them appealed to 
the MMC against his proposals.

In November 1994, there was a takeover bid for Northern Electric, one of 
the RECs. The company lobbied for the bid to be referred to the MMC (in the 
hope that this would kill the unwanted approach) and when the government 
announced that the bid would not be referred, Northern unveiled a defence 
strategy based on promising shareholders a package of shares and special 
dividends valued at £5.07 a share, plus increasing normal dividends in future. 
It was just over four years since the company had been sold for £2.40 a share, 
and this defence document caused an uproar.

The regulator happened to be in the middle of a period of formal consulta­
tion needed before his proposals could be incorporated into the companies' 
licences. While there had been no prior intention of using this consultation 
period to reopen the substantive decisions, on 7 March 1995, the regula­
tor announced that he would be seeking views on whether he should now 
do so. At the end of the consultation period, he announced that the price 
reductions for the first year of the new controls would be implemented as
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previously announced, but that he would undertake a full review of the 
appropriate prices for the following four years. His position was that he had 
to respond to the new information revealed in Northern's defence document, 
and that it would have been worse for the companies' incentives to have con­
tinued with a price control that risked becoming unsustainable than to have 
taken action when he did. Legally, there was no doubt that the regulator was 
allowed to reopen the review in this way, but his actions had been completely 
unexpected and severely weakened his reputation with the companies and 
investors.5

In May 1995, the MMC published its report on  Hydro-Electric, the Scot­
tish com pany that had appealed against its price control (MMC, 1995). The 
MMC report effectively contained a formula tha t could be applied to calcu­
late w hat it believed to be an appropriate value for the price control. This 
w ent further th an  the Commission's previous price control report, on  British 
Gas, w hich had discussed the elem ents of the com pany's price control, but 
had specifically avoided giving a precise formula. The regulator was able to 
draw on arguments in this report to support his revisions to the RECs' price 
controls -  even so, the reductions he announced in July were smaller than 
commentators had been predicting.6

The main lesson from this episode was learned -  regulators started to release 
far more information during price control reviews, to minimize the risk of 
surprises when the final numbers were announced. Furthermore, the MMC 
has now adopted a similar formula-based approach in a number of reviews, 
so that all parties can anticipate the result of an appeal to the Commission. 
The Commission is not formally bound by precedent, but generally favours 
consistency over time. However, it has been willing to modify its approach 
in response to further consideration -  in 1997, it changed the way it had 
dealt with British Gas' depreciation of capital investment. At privatization, 
investors had paid much less than the book value for British Gas' existing 
assets, and the MMC used a marked-down value when considering the appro­
priate value for the price control -  remember that this report did not give 
an explicit formula. The company's depreciation charge, however, was not 
marked down. This was clearly inconsistent (Newbery, 1997), although it 
need not have produced a windfall gain to investors.7 The second time it 
dealt with the matter, however, the MMC reversed its policy, adopting the 
consistent policy of marking down both the value of the pre-privatization 
assets and the depreciation charge on them. While consistency over time is 
useful in regulation, institutions must retain the flexibility to change their 
position, and the MMC had this flexibility.

If both sides can anticipate how the MMC will rule on a particular price 
control, we might expect that it would rarely be necessary to go to the MMC. 
However, one regulator was to argue that he did not have to follow the 
MMC's recommendations. In July 1996, the electricity regulator for Northern 
Ireland (which was not covered by the British regulator) published proposed
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revenues for Northern Ireland Electricity (NIE), and the company appealed 
to the MMC. In March 1997, the MMC reported firstly, that it would be 
against the public interest if NIE did not have a price control, and secondly, 
that the new control should give NIE revenues of £575 million over five 
years -  roughly halfway between the company's and the regulator's positions. 
The regulator used this report to impose his original proposals!

The privatization acts had stated that the licences could not be amended 
without the company's agreement unless the MMC ruled that not to amend 
them would be against the public interest, but the Acts had not explicitly said 
that the amendments had to be the ones recommended by the MMC. North­
ern Ireland Electricity sought a Judicial Review of its regulator's actions, but 
lost, on the basis that the MMC had not explicitly said that its figure of £575 
million should be taken as a floor. This left regulation in a very unsatisfac­
tory position -  the MMC had been put into the system to protect companies 
from an over-zealous regulator (or government), but the judgement seemed 
to imply that as long as the MMC held that some regulation was needed, then 
the regulator retained discretion over what formula to apply! Fortunately, the 
Court of Appeal decided to read the MMC report as a whole, inferred that it 
would be against the public interest to give NIE revenues that differed from 
£575 million, and over-ruled the earlier judgement.

The position was cemented in the Utilities Act 2000, under which the Com­
mission had to approve any licence amendments made in response to its 
reports, giving it the final say in the process. That Act also replaced the indi­
vidual regulators for gas and electricity in the UK with an Authority, with 
a mix of full-time and non-executive members. When regulators were indi­
viduals, the relationship between the regulator and the industry had often 
become personalized, creating conflict. This is less likely when the regulator 
is actually a group, and more recent moves to split the functions of Chair of 
the Authority and Chief Executive of the supporting office have further de­
personalized matters. With a predictable formula, and a transparent review 
process, regulation has moved towards the technocratic and away from the 
political. It will never be possible to remove the political element entirely, but 
Keynes' analogy of the economist as dentist is a useful guide for regulators -  
they may inflict pain on their charges, but it should be predictable. 6

6 Electricity wholesale market rules
The final institution considered in this chapter is the wholesale market for 
electricity. This was created specially for the privatization -  when the industry 
was nationalized, the Area Boards simply received power from the Central 
Electricity Generating Board and paid its bulk supply tariff. In the run-up to 
privatization, the industry was worried that the new institution of a wholesale 
market would jeopardize its security of supply, and ended up designing a 
market that replicated as many as possible of its pre-privatization procedures.
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The Pool was a compulsory day-ahead auction, in which every large power 
station had to participate. Stations submitted almost the same information 
to the system operators, one day in advance, as they had when the industry 
was nationalized, and the system operators used almost the same procedures 
in deciding which units to schedule to meet the forecast demand. The key 
difference was that while stations had submitted cost information before pri­
vatization, they submitted up to five prices afterwards. The stations also had 
to inform the system operator of their forecast availability over the period, 
and give a range of technical operating parameters -  generators were to 
discover that changing the values of these parameters could increase their 
revenues.

A linear computer program combined the operating parameters with the 
prices, treating the latter as if they were costs, and calculating the sched­
ule that would minimize the 'cost' of meeting demand, just as it had before 
privatization. A set of algorithms then calculated the average cost of power 
from the most expensive station in normal operation in each half-hour, and 
set it to be the System Marginal Price in that half-hour. Another algorithm 
calculated the probability that demand would exceed the available capacity, 
given the capacity declared available in advance, and its past reliability. This 
Loss of Load Probability was multiplied by the Value of Lost Load (set admin­
istratively) to give a Capacity Payment. Other costs incurred by the system 
operator were recovered in an Uplift Charge. Generators received the System 
Marginal Price and the Capacity Payment for their scheduled output, while 
suppliers paid these prices, plus Uplift, for their actual demand. On each day, 
the sums going into and out of the Pool had to balance.

As already mentioned, the Pooling and Settlement Agreement contained 
elaborate procedures for its own amendment. A Pool Executive Committee, 
with five generator and five supplier representatives, would decide on pro­
posals, but its decisions could be referred to votes by all member companies, 
and dissenters could then appeal to the regulator for a final decision. These 
procedures were intended to protect minority interests while still allowing 
change when necessary. In some areas, change was definitely foreseen, for 
it had not been possible to reach a final agreement before the deadline for 
implementing the new system.

One of these areas was transmission losses -  some energy is wasted in 
heating up transmission wires as power flows through them. At the times 
of highest demand, these implied that 100 MW of extra generation in the 
South-West of England could be as effective in meeting a rise in demand as 
110 MW in the North. It would be economically efficient to signal this by 
multiplying production and demand by scaling factors that reflected these 
marginal transmission losses. It would also lead to a large loss of income for 
northern generators, and a significant rise in costs for southern retailers. It is 
perhaps hardly surprising that it was not possible to reach agreement in the 
run-up to privatization.
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The issue was included in a schedule listing decisions that would be 
required in future, and a scheme for resolving it was proposed in 1994. 
The quantities sold to or bought in the Pool would be scaled up (in the 
south) or down (in the north) by zonal transmission loss factors, reflecting 
the average losses incurred on power produced in each region. The use of 
average losses produced weaker signals than the economically efficient use 
of marginal losses, but it also reduced the changes in company profits. This 
was not enough to make it acceptable to all Pool members, however, and 
so the decision was appealed to the regulator. He approved the scheme, but 
when the Pool had to agree the programme of work to carry it out, there was 
another appeal. Once again, the regulator rejected the appeal, in a judgement 
that showed signs of impatience with what might be seen as time-wasting 
behaviour.8 The losing companies then took the issue to a Judicial Review (in 
essence, asking a court to check that the regulator had acted within his pow­
ers and followed the correct procedures) which delayed any further progress 
until the decision to abolish the Pool had been taken, and the proposals were 
abandoned.

One reason for the abolition of the Pool was the perception, based on 
experiences such as the one just described, that it was incapable of changing 
its rules when changes were required. The Pool was blamed for high prices (it 
was accused of making market power easier to exercise) and for the decline 
of the coal industry (the high prices encouraged entry by gas-fired plant). 
While the Pool had been a pioneer, other electricity markets developed since 
had allowed bilateral trading, and a compulsory centralized market seemed 
outdated (Offer, 1998).

The regulator led a review which proposed the abolition of the Pool and 
its replacement with New Electricity Trading Arrangements (ΝΕΤΑ) based 
primarily on bilateral trading, and the government provided support, includ­
ing an Act of Parliament that allowed the regulator and the government 
to impose changes to the companies' licences. Some central coordination 
is essential, and a Balancing and Settlement Code was developed for this, 
but the development of bilateral trading was left entirely to 'the market'. 
Three companies announced the formation of short-term power exchanges, 
but only two started, and these later merged. Over-the-counter trading is 
managed by a number of brokers.

The lesson of the Pool's inflexibility had been learned -  the procedures for 
amending the Balancing and Settlement Code were designed to ensure speedy 
decisions. Companies would propose rule changes, a panel of industry repre­
sentatives would recommend whether or not to adopt them, and the regula­
tor (now an Authority, rather than a single person) would make the decision.

These procedures have generally worked well -  most decisions were taken 
quickly and without undue controversy. Transmission losses were one excep­
tion, however. The industry panel reviewed two proposals put forward by 
companies, as modified to make them more practical, and rejected both, but
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the regulator decided to pursue one version of zonal transmission loss fac­
tors. At this time, however, the government was leading the process to bring 
Scotland into the market in England and Wales, the so-called British Electric­
ity Trading and Transmission Arrangements (BETTA). The government was 
aware that implementing zonal loss factors would reduce the revenues of 
generators in the north of Scotland, which is exactly where it was expecting 
a large number of renewable generators to locate, should it make progress on 
its targets for a significant increase in renewable generation. Reducing their 
revenues might jeopardize those targets, and so the government announced 
that transmission loss factors would not be used once BETTA took effect. The 
regulator initially insisted that they would be used in England and Wales for 
the short interval between the time that the software needed would be ready 
and the start of BETTA, but then backed down.

This case may have shown the need for a body that could occasionally over­
rule the regulator. In any case, shortly after this episode, the Competition 
Commission was given the task of hearing appeals against the regulator's deci­
sions. An appeal is only allowed if the regulator has gone against the industry 
panel's recommendation. This is again a sensible balancing of powers, while 
the fact that appeals can only be made if the regulator and the panel dis­
agree should prevent them being used as a delaying tactic against a case that 
happens to reduce the appellant's revenues but is otherwise straightforward.

NETA's market rules may not be an improvement on those of the Pool -  
while the Pool had its faults, the short-term markets in ΝΕΤΑ are illiquid, 
placing smaller participants at a disadvantage, while it is also hard to trade 
for more than a year or two in advance. However, the market's governance 
is much improved -  there is a clear and efficient procedure for changing the 
rules, with a right of appeal against controversial decisions. In this aspect at 
least, the institution has evolved in a helpful direction.

7 Conclusions
The institutions created at the time of the UK's energy privatizations have 
changed significantly over the past twenty years. A single board has replaced 
two individual regulators, and while the regulator has more powers, there 
are some additional checks and balances, and the regulators now act in a 
generally more transparent manner. RP1-X regulation has evolved towards 
rate of return regulation, driven by a formula based on a company's predicted 
costs, although the regulators do try to give the companies incentives to keep 
costs down.

The industrial structures have changed -  the integrated monopoly of British 
Gas has evolved into a number of transportation companies, storage compa­
nies, and a competitive supply sector. Most supply companies sell both gas 
and electricity. Wholesale markets have been designed, and re-designed, for
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both commodities. With a single regulator, they share common features, but 
differ to take account of the physical characteristics of each product.

The process of change is best described as one of evolution -  there was 
quite a lot of trial and error, and while a few politicians and advisers may 
have had a clear vision of where they wanted to go, almost no-one knew 
how we would eventually get there. The institutions that we have now are 
generally performing well, and while the experience of the past twenty years 
shows the dangers of making predictions, it is hard to think of major changes 
that could be required.

The impact of these institutions on performance is harder to assess. In some 
respects, the initial institutions were clearly inadequate, such as in the 'com­
petitive' part of the gas market. Customers suffered from British Gas' pricing 
behaviour, and changes were needed to improve matters. The Pool's diffi­
culties in changing its rules meant that electricity trading was less efficient 
than it could have been. In many other areas, however, the initial institu­
tions were reasonably good -  regulatory boards have advantages over single 
regulators, but we were generally fortunate in the people appointed to those 
positions. When the starting point is good enough, the impact of subsequent 
improvements is less obvious. The UK started from a set of institutions that 
was generally adequate, and has improved them since.

Notes
1. Some gas also comes from other areas, including a few onshore fields, and the 

Morecambe Bay field off the north-west coast of England.
2. The actual decision to refer a case to the MMC was generally made by a government 

minister at this time.
3. The DGFT referred BG under the Fair Trading Act 1973, dealing with the compet­

itive market, while the gas regulator referred BG under the Gas Act 1986, seeking 
changes to the licence governing its regulated activities. The MMC accordingly 
produced two reports, one for each reference, although most of the evidence was 
published in two further common (and lengthy) volumes.

4. Some of the buyers, such as Scottish and Southern Electricity, are also gas suppliers, 
but the networks have to be strictly separated from the supply businesses, giving 
no real scope for anti-competitive actions.

5. The damage to his reputation was worsened by the fact that the announcement 
of the new review came 24 hours after the government had raised £3V2 billion by 
selling shares in the two major generating companies, and their prices dropped by 
about 10 per cent, even though they were not formally affected by the distribution 
price controls.

6. The regulator's reputation suffered a further blow because of his decision to give 
each REC its own number 24 hours in advance of the official announcement. The 
numbers, or rumours about them, quickly started to circulate, and the regulator 
had to rush down to London to give the official announcement the afternoon 
before he had planned to do so.
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7. As long as the regulator reduced the value of the company's assets, on which it was 
allowed to earn a return, by the depreciation charge that was also used in the price 
control calculations, the present value of the company's revenues did not depend 
on the depreciation charges used.

8. Such behaviour was clearly rational for northern generators -  if a small amount 
of management time can be devoted to postponing the loss of 2 per cent or more 
of your income by several months (or more), it is a worth-while trade-off for the 
company that appeals.
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